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ABSTRACT

YUTIAN GUI. Secure Cryptographic Designs Resilient to Side-channel Attacks.
(Under the direction of DR. FAREENA SAQIB)

The rapid development of IoT devices and distributed computing brings conve-

nience and high efficiency to modern society. To enhance the security of hardware

devices, quite a few cryptographic algorithms were proposed and applied. These

encryption algorithms show good resilience to brute-force attacks, but are still vul-

nerable to side-channel attacks.

Side-channel attacks are non-invasive and passive attack that shows high efficiency

on secret data extraction and brings a lot of difficulties for detection and defense.

Unlike the brute-force attack and the cryptanalysis attack, that targets the weakness

in the encryption algorithm, side-channel attacks utilize weaknesses of implementation

and use statistical models such as differential analysis and correlation analysis to steal

secret information.

In this work, we explore different side-channel attacks and propose feasible coun-

termeasures for mitigation, including power-based analysis, electromagnetic-based

analysis and Direct Memory Access(DMA) attack.

For power/EM based side channel attacks, we first demonstrate multiple attacks on

both software-based implementation and hardware-based implementation, including

template attack, power-based correlation analysis, and EM-based correlation analy-

sis. To mitigate the risk, we propose a key update scheme to provide resilience to

correlation-based side-channel attacks for encryption engine and prove the efficiency

by experiments. To protect the process of key generation and key storage from the

tampering attack, we use a secure coprocessor to generate and store secret keys.

For DMA attack, we propose a lightweight scheme to provide resilience without any

physical and protocol-level modification. The proposed scheme constructs a unique
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identifier for each DMA-supported PCIe device based on profiling time and builds

a trusted database for authentication. The efficiency is also tested and proved by

experiments.
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CHAPTER 1: INTRODUCTION

1.1 Motivation

With the rapid development of digital technologies and the increasing demand of

highly integrated electronics, digitalization of traditional industries has become an

irresistible trend. The widespread use of internet, computer and electronic system

improves the efficiency of communication and production significantly, however highly

informatization and digitalization also brings severe challenges to security and privacy,

especially in areas lacking protections, such as smart home system [1] and power

system [5]. A new report from McAfee shows that, the loss caused by cybercrimes

is as high as $945 billion all over the world last year, and the cost of cybercrime has

increased over 200% in last 8 years [6].

To enhance the security, various cryptographic techniques were proposed and have

been implemented in communication and applications, such as Data Encryption Stan-

dard (DES), Advanced Encryption Standard (AES) and RSA, in both software level

and hardware level. These techniques have showed good resilience to brute-force

attacks and eavesdropping attacks, as well provides high flexibility to users. Nev-

ertheless, with the advent of more advanced attacks, such as side-channel attacks,

solely relying on encryption cannot satisfy the need of privacy and security anymore.

In contrast to the brute force attack which needs millions of years to break an

encryption system [7], current mainstream encryption algorithms can be compromised

in a short time by collecting physical information leaked from running cryptographic

devices passively and analyzing them with mathematical models [8] [9]. In addition,

along with the high efficiency, recent side-channel attacks are non-invasive which

makes defense and detection much more difficult than other attacks.
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For mitigating the risk of side-channel attacks, many countermeasures to side-

channel attacks were proposed [10] [11] [12]. However, these existing countermeasures

are either too expensive or impractical in the real world [13] [14]. To address the vul-

nerability of side-channel attacks and enhance the security of electronic devices with

low cost, this research makes a detailed study and proposes feasible countermeasures

to power/EM based attacks and DMA attacks.

1.2 Contributions

Specifically, this work makes following contributions:

• Gives a detailed discussion on various side-channel attacks, and analyzes the

difference among existing countermeasures for defense and detection.

• Presents attack models of different side-channel attacks, including power-based

attack, electromagnetic-based attack and Direct Memory Access (DMA) attack.

• Demonstrates the vulnerability of smart IoT devices to the template attack with

an experiment performed on a smart bulb.

• Performs successful correlation-based attacks on both software-based implemen-

tation and hardware-based implementation, with both real-time power con-

sumption and electromagnetic emissions. The comparison of results and analy-

sis is also given.

• Designs a moving target defense mechanism based on a key update scheme for

mitigating the risk of correlation-based side-channel attacks. The effectiveness

and efficiency of the proposed design is proved by experiments and discussed in

security analysis.

• Uses a Trusted Platform Module (TPM) chip to make the key generation process

more secure and provide a isolated non-volatile memory for storing keys used

in the proposed key update countermeasure.
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• Proposes a comprehensive scheme for mitigating DMA attacks targeting Periph-

eral Component Interconnect express (PCIe), including the registration process

and the authentication process, without any hardware-level or protocol-level

modification.

• Designs two algorithms to remove noise in collected measurements for identifier

construction.

• Verifies the feasibility of the proposed countermeasure by experiments, and gives

a full-detailed analysis on the overhead and limitations.

1.3 Organization

This document is organized as follows:

Chapter 2 introduces background knowledge and existing works related to topics

involved in this work.

Chapter 3 compares three main categories of countermeasures to power/EM based

side-channel attacks, and discusses both advantages and deficiencies of some recent

works for DMA attack mitigation. The remaining chapters explain the research con-

ducted.

Chapter 4 presents the research related to power-based and EM-based side-channel

attacks, including different attack models and experiments. The vulnerability of side-

channel attack explored and verified on both microcontroller-based and FPGA-based

implementations. The comparison of efficiency among different attacks and platforms

is also given in this section.

Chapter 5 demonstrates the proposed countermeasure to correlation-based side-

channel attacks, as well as the detail of key generation and storage on the TPM chip.

The effectiveness of the design is verified by experiments.

Chapter 6 describes the attack model of DMA attack shows the vulnerability by

experiments. In addition, this chapter proposes a delay-based authentication scheme



4

to enhance the resilience of PCIe to DMA attacks.

Finally, conclusions of the research are presented in Chapter 7.



CHAPTER 2: BACKGROUND STUDIES

2.1 Side-channel Attack

In cryptography, encryption is the process of encoding a message or information

in such a way that only authorized parties can access it and those who are not au-

thorized cannot. The basic encryption process is to convert the sensitive information

(plaintext) to a series of unreadable pattern which is called ciphertext by different

algorithms. Ideally, if the security strength of encryption is strong enough, no infor-

mation can be revealed without knowing the secret key used in encryption.

Traditional attacks, such as the brute-force attack, use a set of predefined values to

attack a target and analyze the response until the secret information is revealed. The

Data Encryption Standard (DES) was considered as a strong encryption algorithm

and accepted by the government for protecting sensitive information. However, with

the development of CPU technology and supercomputer, the key of DES can be easily

extracted in less than 24 hours or even less [15].

To enhance the security of private data and information, new encryption standards

were presented. The Advanced Encryption Standard (AES) was established in 2001

by the U.S. National Institute of Standards and Technology (NIST) and adopted as

the encryption standard of the U.S. government to replace Data Encryption Standard

(DES). In past years, the AES standard has been developed fully to enhance the

strength of security widely applied in the communication area and data storage to

protect the confidential data and provide the function of authentication. On the same

computer, the attacker needs around 1014 times longer to extract the secret key of

AES-128 than extracting the key of DES [16].

As a typical form of reverse engineering, a Side-Channel Attack (SCA) is any
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attack based on leaked information (side-channel) gained from the implementation

of a computing device, rather than weaknesses in the implemented algorithm itself.

The concept of side-channel attack was first introduced in 1996 by Paul Kocher [17].

During execution, the leakage of physical information is inevitable, such as time delay,

power consumption, electromagnetic radiation, and sound. The key concept of side-

channel attacks is to find the relationship between the variation of physical parameters

and hardware operation thereby steal the information. Side-channel attacks can not

only exfiltrate information from the communication process but also break encryption

based on analyzing the variation of parameters during the runtime.

Side-channel analysis attacks include but not limited to:

• Cache Attack: based on monitoring cache accesses made by the target.

• Timing Attack: based on measuring how much time various computations

take to perform.

• Power Analysis: based on measuring power consumption and analyzing the

relationship between hardware operations and power variation.

• Electromagnetic Attackbased on leaked electromagnetic radiation, which

can directly provide plaintexts and other information.

• Acoustic Cryptanalysis: based on collecting the noise made by the hardware

during the running time.

• Differential Fault Analysis: induce faults (unexpected environmental con-

ditions) into cryptographic implementations, to reveal their internal states.

• Temperature Attack: based on measuring and analyzing the variation of

temperature of critical components.

• Direct Memory Access (DMA) Attack: utilize the feature of direct access

to steal the data stored in the live memory on the victim system illegally.
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The main goal of side-channel attacks is to figure out the correlated relationship

between the secret-dependent leaked information and cryptographic executions on

the device. To perform the side-channel attack, one prerequisite is the attacker must

know the cryptographic algorithm and the implementation.

2.2 Power Analysis

Power consumption side-channel information can be used for attacking the encryp-

tion engine during computing extensive operations that produce power transients for

each encryption round. As the most common side-channel, power is very easy to gain

and measure for building the leakage model. The power consumption of a device re-

flects the aggregate activity of its individual elements, as well as the capacitance and

other electrical properties of the system. By capturing power traces and modeling

analysis, the hidden information can be extracted efficiently.

Figure 2.1 shows the basic attack flow of power analysis. The attacker collects the

real-time power consumption of encryption and builds different mathematical models

to find the relationship between the variation of power and hardware operations on

the victim device thereby reveal the secret key.

Figure 2.1: The basic attack flow of power analysis.
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Typically, power-based side-channel attacks are non-invasive. No modifications

are made to the device or system in which it is installed, and only accessible interfaces

are exploited. Additionally, power analysis is a passive attack. The attacker only

makes use of information from the power variation of the device but does not affect

system resources, no evidence of the attack is presented after the attack is completed.

These two features make the power analysis very difficult to detect and defend.

Currently, power-based side-channel attacks can be classified into three categories:

Simple Power Analysis (SPA), Template Attack (TA), Differential Power Analysis

(DPA), and Correlation Power Analysis (CPA).

2.2.1 Simple Power Analysis (SPA)

Simple power analysis is a power analysis method that extracts the secret key by

looking at the variation of power consumption directly. SPA is based on the principle

that different instructions and data create different patterns in the power traces that

can be used for information extraction. Figure 2.2 shows an example of SPA. The

attacker measures power traces from a device and extracts the key based on the

physical properties of hardware devices by direct observation.

Figure 2.2: An example of simple power analysis.

SPA is only useful when the key has a significant impact on the power consumption,
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and it is not inefficient when the noise is huge or on the hardware-based implementa-

tion. The software-based implementation is running in sequential processing mode,

therefore the correlated relationship between the power variation and the executed

operation can be captured easily. In contrast, hardware-based implementations are

running in parallel and there are always multiple operation running at each moment

which makes the attack more difficult [8].

2.2.2 Template Attack (TA)

As a subset of profiling attack, template attack creates a "profile" based on the

leaked information (power traces, EM radiation, temperature variation, etc.) collected

from the cryptographic device and applies this profile to extract the secret key of the

victim quickly [18].

To perform a template attack, the attacker must have access to another copy of the

protected device that they can fully control. This device is used for collecting leaked

information for template (in other words, the statistical model) construction. To

ensure the template contains sufficient samples, this process might take a long time

but this is a one-time process. Once the template is built with enough samples, the

attack only requires a very small number of new collected samples from the victim.

The efficiency of a template attack depends on the process of template construction.

The key is to figure out the point or the region in each collected sample which has the

highest correlation with the operation executed by the victim device (This process is

also known as feature selection). This point or region is called the Point/Region Of

Interest (POI/ROI).

Recently, some works [19] [20] have shown that, the efficiency of profiling attack can

be improved by applying machine learning techniques in pre-processing. The machine

learning algorithms, such as neural network and classification algorithms like Support

Vector Machine (SVM), is able to extract the POI/ROI more quickly and efficiently

which make cryptographic devices more vulnerable to template attacks.
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2.2.3 Differential Power Analysis (DPA)

In addition to large scale power variations due to the instruction sequence, the

variations caused by the data being executed and the instructions executed tend to

be smaller and overshadowed by measurement noise. In such cases, SPA is not efficient

anymore, but it is still possible to break the encryption using statistical functions.

DPA analysis uses power consumption measurements to determine whether a key

block guess is correct based on differential statistical analysis and error correction

techniques. Different power consumption traces (with different plaintexts but the

same key) are collected for building the differential statistical model and the attacker

compares each of them to remove the noise and seek the encrypted information.

Following are the stages of DPA attack:

• Device instrumentation.

• Measurement: Capture power traces with different plaintexts but the same

key.

• Signal processing: remove alignment errors, isolate features of interest, high-

light signals, and reduce noise (can be omitted).

• Prediction and selection function generation: apply selection functions

to the cryptographic data associated with each trace.

• Averaging: compute the averages of the input trace subsets defined by the

selection function outputs.

• Evaluation: analyze the DPA test results to determine the most likely candi-

date key guesses.

Compared to the SPA attack using primarily visual inspection to identify relevant

power fluctuations, DPA shows a more efficient solution to reduce the influence caused

by deceiving noise [8].
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2.2.4 Correlation Power Analysis (CPA)

Correlation Power Analysis (CPA) [21] uses hamming weight or hamming distance

to model the consumption of power in the device based on the assumption that the

number of bits set to "0" or "1" of output is correlated with the power consumption

of the device. The correlation is quantified by Pearson Correlation Coefficient be-

tween the guessed model and actual power consumption traces in sequence until the

correct information is extracted. The guessed key with the highest coefficient can be

considered as most likely the correct value of the secret key.

Compared to DPA, CPA has higher efficiency and it normally requires fewer power

traces than DPA [21].

2.3 Electromagnetic Analysis

For the power analysis attacker is required to have physical access to the Device

Under Attack (DUA). To capture the real-time power trace of the device, the prereq-

uisite is to find an attack point or to probe the device. For example, adding a resistor

between power and ground line. Figure 2.3 shows an example of power capture. To

measure the power consumption, a resistor is inserted in series with the VDD pin

associated with the power supply.

Figure 2.3: An example of power capture.
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However, ElectroMagnetic emanation-based Side-Channel Attack (EMSCA) doesn’t

require to make any physical changes to the device. Electromagnetic radiations are

captured, without touching the cryptographic device chip, by placing the EM sensor

within a distance of few millimeters or even few feet in some cases. Such non-contact

nature of the EM side-channel attack makes it more feasible and dangerous than

power SCA as no trace is left of attack ever taking place.

EM emanations are the result of the flow of current through the different compo-

nents and elements on the circuit or the microchip. Each active or passive electronic

components on the circuit and data paths create their own EM radiations as well

as coupled EM radiation by interfering with the nearby components EM field. This

feature makes the attack based on EM radiation possible. By collecting EM radia-

tion and performing signal analysis, the operation on the device and the information

can be revealed. [22] and [23] present EM side-channel attack on a smart card chip

implementing DES encryption. They applied similar techniques as used in power

side-channel attack and performed Simple EM Analysis (SEMA) and Differential EM

Analysis (DEMA). [24] modifies the EM attack to decrease the number of total traces

required to extract key information using a pre-processing technique which reduces

noise levels.

2.4 Direct Memory Access (DMA)

Before the technique of Direct Memory Access (DMA) was first introduced, com-

puting systems were using programmed input/output and interrupt-driven I/O to

communicate with peripheral devices.

For programmed input/output transmission model, all the data transfer processes

are initialized and managed by the software running on the CPU. During the data

transfer process, the CPU keeps monitoring and waiting until the current I/O op-

eration is complete. This mechanism slows down the overall speed of the system,

especially when the speed of CPU is much higher than the I/O component.
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Different from programmed I/O, interrupts are used in interrupt-driven I/O. The

I/O module sends interrupts to the CPU when new data has arrived and is ready

to be read. Once the interrupt is received, the CPU will initialize the data transfer

process then return to execute other tasks. Since the CPU doesn’t need to wait for

the completion of each transfer, the efficiency of data transmission is higher than

programmed I/O. However, interrupt-driven I/O processes data in bytes, the high

frequency of sending interrupts decreases the speed of CPU when the system is com-

municating with block devices.

Both programmed input/output or interrupt-driven I/O which require the full in-

volvement of the CPU. The CPU reads every block of data using a peripheral bus from

the I/O devices and writes it into the main memory, which degrades the performance

of the system. To minimize the intervention of CPU during the data transmission,

DMA DMA allows peripheral hardware devices (disk drive controllers, graphics cards,

network cards, and sound cards, etc.) to send/read I/O data directly to/from main

memory. In DMA model, the the CPU only takes charge of initialization and ter-

mination which frees the processor from involvement in the transfer process. The

interaction between external devices and memory is carried out independently of the

CPU, therefore the overload of CPU is reduced remarkably.

The feature of DMA is provided by a number of bus architectures, such as Industry

Standard Architecture (ISA), Advanced Microcontroller Bus Architecture (AMBA),

and Peripheral Component Interconnect (PCI). To manage the data transfer between

the host system and DMA devices, a DMA controller is needed. The DMA controller

is a control unit, part of the interface circuit, which enables the movement of data

blocks between I/O devices and the main memory. After the initialization of the DMA

controller by CPU, the memory controller provides memory addresses and initiates

memory read or write cycles for data transfer, and sends an interrupt to the CPU

when the whole process of data transmission is done.
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2.4.1 Peripheral Component Interconnect Express (PCIe)

As the successor of Peripheral Component Interconnect (PCI), Peripheral Com-

ponent Interconnect Express (PCIe) is a high-speed serial computer expansion bus

standard for attaching hardware devices in a computer, such as GPUs, sound cards,

hard drivers, and network interface controllers. Benefit from the higher throughput,

the lower I/O pins and the better performance, PCIe is now widely used in almost

all the computers.

Different from the old PCI standard which has a parallel architecture, PCIe is a

serial bus standard based on differential transmission [25]. The topology structure of

PCIe is shown in Figure 2.4.

Figure 2.4: Basic PCIe topology.

The key component in PCIe is the root complex which connects the processor and

the memory subsystem to PCIe switches and PCIe endpoint devices. PCIe devices,

such as network adapter, graphic card and sound card, can be connected to the root

complex directly, or PCIe switches. All the switches are connected to the root complex

and take charge of routing incoming PCIe packets towards the correct destination [26].
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PCIe also supports bridge to provide compatibility for other interfaces such as PCI,

PCI-X and USB.

PCIe protocol defines three layers: Transaction Layer (TL), Data Link Layer

(DLL), and Physical Layer (PL) [27]. The physical layer takes charge of encod-

ing/decoding data, data scrambling/descrambling, serial-to-parallel conversion and

parallel-to-serial conversion, etc. The data link layer is responsible for link manage-

ment, error detection, flow control and power management. The transaction layer

receives read and write requests from the bus and creates request packets for trans-

mission to the link layer. Figure 2.5 shows the 3-layer structure of PCIe protocol.

Figure 2.5: 3-layer structure of PCIe protocol.

As a bus protocol, PCI Express communication is encapsulated in packets which

are defined as Transaction Layer Packets (TLPs). Figure 2.6 and Figure 2.7 show the

structure of memory write request TLP and memory read request TLP. [27]
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Figure 2.6: Example of memory write request TLP.

Figure 2.7: Example of memory read request TLP.

The write request TLP has 4 datawords and each one has 32 bits. The FMT field

and type field define the type of this packet and Requester ID is the identifier of

the sender. The Address field contains the address where the data will be written.

Compared to the write request TLP, the read request TLP only has 3 datawords.

The Address field has the address of memory on the receiver where the data will be

read.

One the receiver side, once a new TLP is received (For example, if a PCIe device

sends a memory read (MRd) request to the main memory, the main memory is the

receiver, a.k.a. completer or responder), the receiver must response with the comple-

tion TLP, no matter it can or cannot fulfill the action requested. Figure 2.8 shows

an example of a completion TLP.
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Figure 2.8: Example of completion TLP.

Each completion TLP has 4 datawords. The Completer ID is the identifier of the

responder, and the Byte Count field defines the number of valid payload bytes in this

packet.

2.5 DMA Attack

DMA increases the efficiency of data transfer between the main memory and ex-

ternal devices, but the native feature of direct access also brings some potential risks

of security breaches. Due to the lack of protection, the attacker can easily gain the

access to the main memory via DMA connection without the supervision from the

Operating System (OS) or the CPU as well as legitimate users. As a type of side-

channel attack, the DMA compromise has been proved as a powerful and efficient

attack that allows the attacker to read and write the memory on the victim system

directly.

In 2016, [25] demonstrated a DMA attack that allows the attacker to read/write the

memory once the peripheral PCIe device is connected to the victim system without

the need for hardware drivers. Moreover, this attack is able to access the live Random

Access Memory (RAM) and the file system by inserting kernel implants. The same

year, the Intel Advanced Threat Research team performed a DMA attack over the

air by modifying a WiGig dock to compromise a laptop that is connected to the dock

wirelessly [28]. The architecture of wireless connection allows the attacker to use the

DMA capabilities to dump secrets out of the memory on the victim machine remotely.
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The work reported in [29] shows the Thunderbolt protocol with access-control enabled

is not resilient to DMA attacks. The attacker-controlled device obtains full access to

the main memory successfully via a Thunderbolt port by identity clone and spoofing.



CHAPTER 3: LITERATURE REVIEW

3.1 Countermeasures to Power/EM based Side-channel Attacks

Different side-channel attacks require varying sizes of samples to achieve a suc-

cessful attack that results in different amounts of time to capture and analyze leaked

information. This time period is called Measurement To Disclose (MTD) period which

denotes the time from the start of the physical information collection process to the

end of the successful attack.

To reduce the risk of power/EM based side-channel attacks, the basic idea is to

increase the value of MTD. Recently, plenty of countermeasures were proposed for

mitigating side-channel attacks which can be categorized into three types: hiding,

masking, and morphing.

3.1.1 Hiding

Hiding countermeasures aim to decrease the Signal-to-Noise Ratio (SNR) in order

to hide information leakage in random noise [30]. In other words, the main goal of

hiding is to reduce or break the correlated relationship between the processed data

the dynamic leakage.

One practical method is randomization. Randomization techniques attempt to

randomize the power consumption by constantly changing the execution order or by

generating noise directly. In [31], the feasibility of using dynamic reconfiguration for

side-channel attack mitigation was discussed. To generate random noise, a clock jitter

with a dynamically reconfigurable switch matrix which determines the position of one

or more registers in between functional blocks was proposed. Since each register causes

a delay of one clock cycle, randomly positioning registers in between subfunctions
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generate varying delays to disturb the regular clock signal. In [32], the proposed

countermeasure changes the number of points in scalar multiplication in Elliptic Curve

Cryptography (ECC) at each new execution of the algorithm randomly.

Another feasible way of hiding is equalization. The goal of equalization techniques

is to achieve equal power consumption at each moment. [33] presents a switched

capacitor circuit that equalizes the current to isolate the critical encryption activity

from the external supplies, eliminating the side-channel information leakage. The

result shows that the proposed design brings a significant MTD improvement of 2500x

compared with unprotected circuit, but also results in additional overhead. [34] notes

that the on-chip Power Grid (PG) has a vital effect on the effectiveness of power attack

by inducing noise in the power profile, and presents a novel adjustment technique for

PG capacitor which can regulate and control the power profile thereby reduces the

power leakage. The result showed that the proposed technique increased the resilience

to power-based side-channel attacks.

Dual-rail with Precharge phase Logic (DPL) [35] is another typical countermeasure

based on equalization for defending side-channel attacks. Dual-rail converts the basic

cell to the DR cell which conveys data by two wires for each Boolean variable. In the

precharge phase, all signal wires are changed to a constant value (generally 0). In the

evaluate phase, only one of the complementary signals transitions from 0 to 1, the

other one remains at 0. Whatever the input and key, exactly one and only one toggle

occurs. In this way, the aggregate power consumption is equalized and maintained

at a relatively constant level. This method has been explored and developed for

mitigating side-channel attacks by many works, such as Sense Amplifier Based Logic

(SABL) [36] and Wave Dynamic Differential Logic (WDDL) [37]. Both SABL and

WDDL use dual-rail and pre-charge to balance the power consumption for each gate.

SABL uses a full custom logic style and all gates are connected to CLK and pre-

charged altogether therefore the overhead is doubled, and the speed is also reduced.
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In contrast, WDDL uses a standard CMOS library and the structure of each gate

is simplified largely. AS a result, the overhead of WDDL is less than SABL but it

generally less resistant against DPA attacks.

3.1.2 Masking

Countermeasures based on masking randomize the intermediate values of a cryp-

tographic computation to avoid dependencies between these values and the leaked

information. Different from hiding techniques, masking techniques are applied on the

algorithmic level.

One masking technique is secret sharing, such as Boolean secret sharing and mul-

tiplicative secret sharing. The basic idea of secret sharing is to convert the original

secret into a given number of masked shares using Boolean or other operations. To

extract the secret, all the shares are needed because none of them alone provides

enough information. [38] designed a leakage-resilient stream-cipher based on the idea

of secret sharing. The proposed stream-cipher utilizes the concept of alternating ex-

traction [39] where the size of each share is very huge, but the reconstruction phase

is efficient. With the proposed design, the tolerance of leakage is highly improved.

[40] presents an order 1 perfectly masked algorithm for AES. A squaring algorithm

and a multiplication algorithm are described for masking original secret data with

an additively masked value in this work. The security analysis presented in this

paper shows the proposed masking scheme distributes the corresponding intermediate

results efficiently. However, the proposed design requires additional (fresh) random

values for masking every time, it causes a high overhead for random value generation.

To increase the efficiency and the security of masking, the threshold implementation

is proposed in [41] which combines the ideas of secret sharing, threshold cryptography,

and multi-party computation protocols. In this work, the data is not masked by

only one random value, but by two or more. The original secret data is divided

into multiple shares by using the ramp scheme and the secret sharing scheme. The
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original secret can be revealed only if the number of leaked shares is higher than the

threshold which is determined by the scheme. This design does not need to generate

fresh random values after every transformation, but the computational complexity is

increased significantly, and the overhead caused by data storage is very high [42].

3.1.3 Morphing

Compared with the hardware-based cryptographic implementation, the software-

based implementation is more vulnerable to side-channel attacks because of its se-

quential processing architecture. According to the result of some recent works, such

as [2], the secret key used in AES-128 which is implemented on the microcontroller

can be extracted by power analysis easily with less than 50 power traces.

To mitigate the risk of side-channel attacks at the software level, a dynamic code

morphing countermeasure was introduced [43] and developed. The basic idea of code

morphing is based on the technique named dynamic compilation [44] and used against

power-based side-channel attacks aimed at software implementations of cryptographic

engines. The core component of code morphing is the polymorphic engine which can

be used to transform a program into a subsequent version that consists of different

code but executes with the same functionality during the run-time. The proposed

approach can increase the variability of the protected code significantly in three steps:

code morphing, rescheduling, and array access permutation. However, even the Mea-

surements To Disclose (MTD) time is increased after applying the code morphing

scheme, the accompanying overhead of time delay is not negligible and results in a

reduction of overall performance.

3.2 Existing Countermeasures to DMA Attacks

The vulnerability of DMA attack has been prove by experiments in some recent

works [25] [28] [29]. To mitigate the risk of DMA attacks, some techniques have been

proposed.
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The simplest method for defending DMA attack is port locking. The basic idea

of port locking is to remove all the ports for peripheral devices and interfaces. For

example, one Linux, the user can disable the kernel of IEEE 1394 high speed serial bus

"ohci1394", thereby blocks all the DMA access requests from peripheral devices. A

more direct way is to break the integrated ports/interfaces physically. This method is

absolute secure but the cost is also very huge. If all the ports are blocked or destroyed,

the expansibility will be reduced significantly.

After BitLocker was first introduced in Windows Vista, Microsoft provides pre-boot

authentication to enhance data privacy. The safety of data is ensured by full-disk

encryption with BitLocker and the key is generated by the Trusted Platform Module

(TPM) [45]. According to the policy of pre-boot authentication, BitLocker accesses

and stores the encryption key in memory only after the user provides the correct PIN

or USB startup key. However, BitLocker can only be used for encrypting hard drive

or removable data drive, the memory is still vulnerable to DMA attacks after the

booting process is completed. Moreover, the time overhead of encryption/decryption

is very high.

On Windows 10, a new feature is added from version 1709 named "Disable new

DMA devices when this computer is locked" [10]. Once this feature is enabled, all

the hot-pluggable PCI/PCIe ports will be blocked until a user signs into Windows.

The basic idea of this method is as the same as port locking, but it is more flexible

and practical. The system blocks all the ports only when the Windows is in the sign-

out state. This policy prevents attacks that use PCI/PCIe-based devices to access

BitLocker keys, yet at the same time brings inconvenience in some cases when the

user wants to keep PCI/PCIe devices working when the system is locked.

With the introduction of the Input-Output Memory Management Unit (IOMMU)

(This technique is branded VT-d [11] by Intel and AMD-Vi [12] by AMD), the risk of

DMA attack is reduced. As shown in Figure 3.1, IOMMU connects the DMA-capable
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I/O bus to the main memory and supports DMA-remapping which translates the

address of incoming DMA request to the correct physical memory address. After

activating this function, each DMA device can only access a part of memory which is

allocated by IOMMU therefore the rest of memory is immune to DMA attacks on that

device. This technique mitigates the risk of DMA attack, but it cannot protect the

whole memory especially when the memory size of the system is small. What’s worse,

a recent work shows that the IOMMU is still assailable to DMA attacks [46]. In this

work, the attack utilizes the vulnerability in the kernel and device-driver which allows

the attacker to extract private data and change the control flow by manipulating

code pointers. The proposed attacks is tested on different interfaces (Thunderbolt

and PCIe) and different operating systems (Linux, MacOS and Windows 10), and the

result shows that the private information can be extracted on all the platforms even

with IOMMU enabled.

Figure 3.1: Comparison between DMA connections with IOMMU and without
IOMMU.

Another strategy of DMA attack mitigation is access control which can be realized
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by encryption-based authentication or Trust-On-First-Use (TOFU) scheme [47]. [13]

presents an authentication architecture between each component and the host system

based on the key-based certification. To ensure the security of keys, all the keys

are generated with a True Random Number Generator (TRNG) on the integrated

TPM. However, the precondition of this design is that each component must be

authenticatable at any time which is not practical in the real world. For the TOFU

scheme, the host machine records the unique fingerprint/identifier of a trusted device

into its trusted database the first time this device is attached. In this way, a device

can access the host system only if its identifier can be found in the trusted database

otherwise it will be blocked. Nevertheless, there is no available unique identifier for

devices in the case of PCIe authentication. Currently, computing systems use vendor

ID, device ID, and PCIe slot ID to distinguish different PCIe devices. However, if

the attacker unplugs the connected PCIe device and inserts a new device of the same

model from the same manufacturer into the same slot, the host machine is not able to

recognize whether the new connected device is the same as the one used previously.



CHAPTER 4: POWER/EM BASED SIDE-CHANNEL ATTACKS

In the real world, most electronic devices are unprotected to side-channel attacks,

especially IoT devices and application-specific integrated circuits. As a result, the

attacker can apply different attack models on victim devices to achieve different pur-

poses maliciously.

4.1 Template Attack on Smart Devices [1]

4.1.1 Template Attack

As a powerful attack model, template attack has been applied on power traces

for breaking encryption and revealing secret keys in some existing works [48] [49].

Generally, a template attack contains the following steps [18]:

1. Data collection. The power traces under different instructions and data are mea-

sured and collected. Ensure that enough traces are recorded to give information

about each possible value of secret data.

2. Building the template model. The basic assumption of the template attack is

that the dynamic power variation has a linear and direct relationship with the

operation/data executed on the device. The message/data associated with each

trace is also needed for template construction.

3. Applying template. On the victim device, record a small amount of power traces

and apply the template model on each trace. For each trace, track which value

is most likely to be the correct value executed on the device.

In a template attack, the most important step is the process of power trace charac-

terization, in other words, template model construction. This is because the process
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of building the template is closely associated with the overall efficiency. To extract the

point or the range of points in each collected sample trace which has the highest cor-

relation with the operations executed on the target device, different algorithms have

been proposed in existing works [50]. Moreover, the efficiency of template construc-

tion can be further improved by introducing methods of feature selection which are

being widely used in machine learning and image processing, such as Lasso, Elastic

Net and Ridge Regression [51].

As a subset of profiling attacks, the template attack creates a "profile" of a sen-

sitive device based on collected leaked information and extract the secret key used

in cryptographic process by applying this profile [18]. In the real world, template

attacks can be used for performing the simple power analysis (SPA) attack which is

based on the direct observation on power traces collected during the running device.

In this work, an exploration of template attack on smart IoT devices is presented.

4.1.2 Smart Bulb

With recent advancements in smart grid and home automation, devices have be-

come "intelligent". Generally, smart devices in the home are connected together via

wireless protocols to form an IoT (Internet of Thing) network, such as Bluetooth,

WiFi and Zigbee. However, for most of IoT devices, the communication between dif-

ferent nodes is lack of protection. As a typical representative of in-home IoT devices

and endpoint devices in the smart grid, smart bulbs [52] are light bulbs that can be

programmed remotely, to manipulate lighting options. Generally,

The bulb used in this work is Magic Blue UU Bluetooth Bulb which is shown in

Figure 4.1.
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Figure 4.1: Magic Blue Bluetooth Smart Bulb.

As shown in Figure 4.1, Magic Blue smart bulb can wirelessly connect to phone

apps by using Bluetooth Low Energy (BLE). BLE is a wireless personal area network

protocol aimed at novel applications in the healthcare, fitness, beacons, security,

and home entertainment industries [53] [54]. In Bluetooth Low Energy, devices can

perform one of two roles. A device can be either a "Central" (in this example, your

phone) or a "Peripheral" (and respectively, the bulb) [55].

The control panel is also shown in Figure 4.1. The user can adjust the color and

intensity freely by setting different values on the app. This bulb has four sets of

lights: red light (R), green light (G), blue light (B) and warm-white light (W). The

warm lights work alone with RGB lights, and it has no influence on the displayed

color. By combing RGB lights with different intensities, a total of 16 million colors

can be displayed.
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Figure 4.2: The logic board of the smart bulb.

The internal components of the smart bulb consist of the power supply, the logic

board, and the LED board. The LED board consists of 3 RGB LEDs and 12 warm-

white LEDs. The logic board consists of 3 pins labeled, "V+", "-", and "3.3V".

Figure 4.2 shows the key component of the smart bulb which contains the logic board

and the LED board. The System on Chip (SoC) used in the bulb is RTL8762AG

from Realtek [56].

In the Magic UU bulb, each light has 256 levels of intensity. The color and the

intensity are controlled by the co-work of RGB lights. The pins of different lights are

shown in Figure 4.3.
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Figure 4.3: Pins of different colors: warm (W), red (R), green (G), blue (B).

4.1.3 Proposed Attack Flow

The main goal of template attack in this work is to extract the command message

which controls the behave of the bulb (color and brightness). To achieve the goal,

the real-time fluctuation of the voltage is used for building the mathematical model

and extracting the information of command messages based on the principle that the

color can be distinguished by the amplitude of the real-time voltage waveform and

the intensity can be distinguished by the duty cycle.

In this work, the proposed template attack contains four steps:

1. Using a copy of the smart bulb, record a large number of real-time voltage

waveforms with different command message.

2. Create a template of the device’s command and build the database with all the

collected waveforms correlated to each command.

3. On the victim device, capture a new waveform with an unknown command

message.
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4. Apply the template to the unknown trace. Compare the unknown waveform

with each waveform in the database until the matched waveform is found.

4.1.4 Experimental Setup and Result

The real-time fluctuation of the voltage is collected by the oscilloscope (Figure 4.4)

for building the reference model. The standard of command message is 56 RR (red

color, 256 levels of brightness) GG (green color) BB (blue color) WW (warm color)

0F AA.

Figure 4.4: Power measurement on the Smart Bulb.

By analyzing the power trace, we found that the color can be distinguished by the

amplitude and the intensity can be distinguished by the duty cycle. Figure 4.5 shows

an example of waveforms with different intensities. The uppermost one is the real-

time voltage waveform of red light with intensity 10, the middle one is the waveform

with intensity 100 and the bottom one is the waveform with intensity 200. With the

change of intensity of the light, the duty cycle also changes.
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Figure 4.5: Waveforms of red light with different intensities.

In this attack, we first built the reference database of all the command messages

correlated to different duty cycles and amplitudes based on the power traces we

collected. Waveforms of different colors are collected and analyzed separately. The

value of intensity can be deduced by comparing the duty cycle of unknown trace

with the reference database and the color of the unknown trace can be deduced by

analyzing its amplitude.

Figure 4.6: The waveform with command 56 01 01 01 00 F0 AA.

Figure 4.6 shows another example which contains three waveforms collected from
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the bulb. There are three different voltage waveforms in this figure, the red one

represents the red light with 01 (Hex value) intensity, the green one represents the

green light with 01 (Hex value) intensity and the blue one represents the blue light

with 01 (Hex value). By comparing the amplitude and duty of these waveforms with

the database we collected, we were able to extract the command sent to the bulb is

56 01 01 01 00 F0 AA.

4.2 Template Attack on Software-based AES Implementation

Other than IoT devices, the template attack can be also applied on cryptographic

implementations to reveal secret keys. In this section, a template attack on software-

based AES implementation is performed.

4.2.1 Advanced Encryption Standard (AES)

The Advanced Encryption Standard (AES) was established in 2001 by the U.S.

National Institute of Standards and Technology (NIST) and adopted as the encryption

standard of the U.S. government to replace Data Encryption Standard (DES). In past

years, the AES standard has been developed fully to enhance the strength of security

widely applied in the communication area and data storage to protect the confidential

data and provide the function of authentication. AES supports three key lengths (128,

192 and 256) to meet different requirements of security strength, using 10, 12 and 14

rounds of transformations respectively.

Figure 4.7 shows the encryption process of AES-128. The AES encryption is a

streaming cipher that takes a 128-bit key (consists of 16 subkeys) and divides the

data into 128-bit blocks and encrypts the data using 11 rounds as following:

1. KeyExpansion: Generate different round keys for each round based on the

cipher key following Rijndael’s key schedule.

2. AddRoundKey: Combine each byte of the state with the corresponding byte

of the round key by using bitwise XOR.
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3. Iterative round: Consist of 9 same iterative rounds. Each round has four op-

erations: SubBytes (a non-linear substitution based on look-up table named S-

box), ShiftRows (a cyclic shifting in each row by a certain offset), MixColumns

(an invertible linear transformation combing the bytes in each column), Ad-

dRoundKey.

4. Final round: Similar to iterative round but only has 3 operations: SubBytes,

ShiftRows, and AddRoundKey.

Figure 4.7: Block diagram of AES-128 encryption.



35

4.2.2 Proposed Attack Flow

As a type of profiling attack, power-based template attack collects the real-time

power consumption of the running cryptographic device and builds the template based

on all the collected power traces. The attack is divided into two main processes

(training process and attack process) and following are the steps of the proposed

template attack which is also shown in Figure 4.8:

1. Record an amount of power traces with random plaintext-key pairs. Make sure

the start points and end points of all the traces are aligned.

2. Select the Point/Region Of Interest (POI/ROI) in each power traces based with

the selected algorithm. Then, build the template based on the covariance matrix

with the POI for all the collected power traces. In this process, the value of

each random plaintext-key pair is known to the attacker.

3. On the victim device, collect a small amount of power traces (random plain-

texts with the same unknown key) for attack.

4. Apply the template on power traces collected from the victim device.

5. Guess the key cumulatively until the correct key is revealed.

The quality of template depends on two factors:

• The amount of collected power traces used in construction. Building

the template with more power traces can increase the information contained

therefore improve the efficiency of attack process.

• The algorithm used in POI selection. The algorithm of selection decides

how much valuable information can be selected for template construction. Using

a proper algorithm can reduce the time overhead of attack process significantly.
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Figure 4.8: Attack Flow of the Proposed Template Attack.

To find the point which has the highest correlation with the change of the key value,

Difference Of Means (DOM) based method [57] is used in this work. The algorithm

of DOM is defined as follows [18]:

1. For every operation (subkeys or Hamming Weights) o and every sample point

i, find the average power Po,i. If there are To traces with the operation o

performed, then the average power is defined as:

Po, i =
1

T

To∑
j=1

tj,i (4.1)
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2. Calculate the sum of absolute differences Si for each point which is defined as:

Si =
∑
o1,o2

|Po1,i − Po2,i| (4.2)

3. After calculation, the point with the highest Si value is considered as the POI.

4.2.3 Experimental Setup and Result

Encryption algorithms can be implemented at either software level or hardware

level, such as Rivest-Shamir-Adleman(RSA), DES and AES. In this experiment, we

implement AES-128 encryption on software-based implementation. The platform

used is chipwhisperer-lite (CW1173) two-part board (Figure 4.9). The AES-128 en-

gine is written by Python and implemented on the XMEGA 128D4 microcontroller

on the target board, and the capture module is implemented on the motherboard

which has a USB controller (in C) and an FPGA for high-speed captures (in Verilog)

[58].

Figure 4.9: Chipwhisperer-lite (CW1173) Board.

In experiment, 2000 power traces were collected with random plaintext-key pairs

for template construction. Each power trace contains 3000 sample points. Figure
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4.10 shows a power trace of AES encryption collected from Chipwhisperer board.

Figure 4.10: A power trace of AES Encryption on software-based implementation.

Figure 4.11 shows the result of POI selection. In this experiment, the 148th point

has the highest value therefore it is used for building the covariance matrix in template

construction.

Figure 4.11: Result of POI selection.

Once the template was built successfully, another 20 traces were collected with

random plaintexts but the same unknown key. Then, we applied the template on

these traces one by one and guessed the correct value of the first subkey used in

encryption cumulatively. The result is shown in Figure 4.12.
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Figure 4.12: Result of the proposed template attack on the first subkey.

The result shows that, after applying the template, the value of the first subkey

(21) can be extracted correctly with only 3 power traces.

4.3 Correlation Power Analysis (CPA) on Software-based AES Implementation [2]

4.3.1 Proposed Attack Model

Benefit from using Pearson Correlation Coefficient in model building, the correlation-

based side-channel attack has a very high efficiency on key extraction. Following are

steps of CPA attack:

1. The power traces are normalized using pre-amplifier and collected by oscillo-

scope during the execution of the processing encryption.

2. Make the key prediction. The original key is divided into 16 subkeys. For each

subkey, guess every possible value.

3. Predict the power consumption using the Hamming Weight (HW) leakage model

to extract dynamic power consumption which reflects the data moving and op-

eration. Hamming weight model presented in [59] states the correlation between
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data processed by the CMOS device and the electricity consumed at the same

time. The mathematical equation for the hamming weight model is defined as:

E = aH(x) + b (4.3)

where E is the electricity consumption and H(x) is the Hamming weight of the

data. One important thing to note is, the leakage of power can be also modeled

with other metrics, such as Hamming Distance (HD) and Shift Distance (SD)

[60].

4. Evaluate the correlation between the modeled power and the actual power trace

by using the Pearson correlation coefficient ρ which is defined as:

ρ(A,B) =
cov(A,B))

σAσB

=
E[(A− µA)(B − µB)]√

E[(A− µA)2]
√
E[(B − µB)2]

(4.4)

where A and B are variables, cov denotes the covariance, σ denotes the standard

deviation, µ is the mean value and E is the expectation value. In CPA attack,

two variables used in calculation are the hypothetical value and the actual power

trace, so the Pearson correlation coefficient is applied in this way:

C(h, t) =

∑D
d=1[(hd − h̄)(td − t̄)]√∑D

d=1(hd − h̄)2
∑D

d=1(td − t̄)2
(4.5)

where h is the hypothetical value of the subkey, t is the power trace, D is the

total number of collected power traces.

In CPA attack, the guessed subkey with the highest coefficient is considered as most

likely the correct subkey used in encryption. Overall, the accuracy of CPA attack is

associated with two factors:
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• The amount of collected power traces used in the attack model.

• The difference of lithography technology. The chips manufactured with ad-

vanced lithography technology (for example, 14 nm and 28 nm) leaks less phys-

ical information than chips manufactured with old lithography technology (for

example, 45 nm and 65 nm) [61].

In this work, the CPA attack is applied on real-time power traces collected from

software-based implementations of AES-128.

The correlation-based side-channel attack can be performed on the first round (with

known plaintexts) or the last round (with known ciphertexts) in AES encryption. In

this work, all the correlation-based attacks (including power analysis and electro-

magnetic analysis) are performed on the first round with known plaintexts. In the

encryption process of AES, most of the energy is consumed by the operation of Sub-

Bytes [62], so the output of the S-Box is what we will use to check the guessed value

of the key which is shown in Figure 4.13.

Figure 4.13: The attack point in proposed attack model.
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4.3.2 Experimental Setup and Result

In this experiment, the experimental setup is the same as template attack presented

in Section 4.23. Different from the template attack, the CPA attack is an accumulative

process. The collected power traces are applied to the mathematical model one by

one.

In CPA attack, the original key is divided into 16 subkeys and attacked separately.

The result of CPA attack with different numbers of collected power traces on software-

based implementation is shown in Figure 4.14.The x-axis represents the accumulated

quantity of power traces used in CPA attack, and the y-axis represents the number

of revealed subkeys. With 10 power traces, none of subkey is revealed correctly.

However, after applying 40 power traces in the CPA attack model, all the subkeys

are extracted correctly.

Figure 4.14: The Result of the proposed CPA attack on software-based AES
implementation.

According to the experimental result, the key used in software-based AES-128

implementation can be extracted correctly by CPA attack with less than 40 power

traces. It means that implementing AES encryption at the software level is very

vulnerable to side-channel attacks.
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4.4 Correlation Power Analysis (CPA) on Hardware-based AES Implementation

The experimental result shows that the software-based implementation has low

resilience to side-channel attacks. In this work, the tolerance to side-channel attack

on the hardware-based implementation is also explored. In this experiment, the AES

engine is implemented on the Kintex-7 160T FPGA chip based on 28nm technology

(in Verilog), the controller and the trigger is implemented on the Spartan-6 FPGA

chip on the Sakura-X experimental board [63]. The power consumption is amplified by

the LNA-1050 low noise amplifier [64] and captured by the DSA 70404C oscilloscope

[65] at a sampling rate of 6.25 GS/s. Figure 4.15 shows the detail of the setup for

capturing power consumption.

Figure 4.15: Experimental setup of power capture on FPGA-based implementation.

In this experiment, we collected 30000 power traces with random plaintexts (known

to the attacker) but the same unknown secret key (2B 7E 15 16 28 AE D2 A6 AB F7 15

88 09 CF 4F 3C) considering the better tolerance of hardware-based implementation.

Figure 4.16 shows an example of a power trace of AES-128 encryption process.
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Figure 4.16: Power trace of AES-128 encryption implemented on Kintex-7.

After applying the CPA attack on the collected power traces, the result is shown

in Figure 4.17. The value of the first subkey used in encryption is 2B (43 in decimal),

and it takes around 5000 power traces to break it correctly. The graph shows that as

we include more traces, the correlation coefficient of the correct key combination is

much higher than other combinations which reach close to 0 coefficient.

Figure 4.17: The result of the CPA attack on the first subkey of the key used in the
AES-128 encryption.
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As shown in Figure 4.17, the required number of power traces on FPGA-based AES

implementation (around 5000 traces in this case) is much more than the attack on

the software-based implementation (around 50 traces). However, even the hardware-

based implementation shows better resilience to the CPA attack, it is still unsecure.

4.5 Electromagnetic Analysis on Hardware-based AES Implementation

To verify the effectiveness of EMA on the FPGA-based implementation of AES-

128, the CEMA is also explored. EM emissions are the direct cause of the energy

consumption of the CMOS device and as described in [23], a correlation exists between

EM signal peaks and the data under process. Hence, we can consider EM emission

instead of power consumption in the equation given in [59] and use hamming weight

to build EM leakage model. The basic model of CEMA attack is similar to the CPA

attack with the following differences:

• Different from the passive probe used in CPA attack, the CEMA attack uses a

specialized EM probe.

• The process of EM capture is non-contact and the EM radiation is more

susceptible to the environmental noise, so the amplification factor in EM capture

is higher than power collection.

• In the process of EM collection, the EM probe captures all the radiation from

all the components even some of them are not related to the encryption process.

Therefore, an additional pre-processing is needed to remove/reduce the noise

generated by other component.

To explore the difference and the efficiency of EM-based side-channel attacks, we

performed Correlation ElectroMagnetic Analysis (CEMA) on hardware-based imple-

mentation of AES-128. To capture EM traces, we used CW505 Planar H-field probe

[66] manufactured by NewAE technologies. The setup of EM capture is shown in

Figure 4.18.
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Figure 4.18: Experimental setup of EM capture on FPGA-based AES-128
implementation.

30000 EM traces were collected in this work. To compare the efficiency of CEMA

attack with the CPA attack, the EM traces collected for the CEMA attack used the

same set of plaintexts and the same key used in the CPA attack (2B 7E 15 16 28 AE

D2 A6 AB F7 15 88 09 CF 4F 3C).

Figure 4.19 shows an example of a EM trace of the whole AES-128 encryption

process. The blue line is the trigger signal, and the yellow line is the EM radiation

of the chip. As discussed in Section 2.3, the EM probe captures all the EM radiation

from all the components on the target device, no matter it is related to the encryption

operations be executed. In this experiment, the EM radiation caused by the trigger

signal is also captured (the first and the second peak of yellow waveform in Figure

4.19), so the first two peaks are removed and the attack begins from the third clock

cycle.
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Figure 4.19: EM trace of AES-128 encryption implemented on Kintex-7.

Then we applied CEMA on the first subkey of the AES key with the collected EM

traces to explore the efficiency of the EM-based side-channel attack. The result is

shown in Figure 4.20.

Figure 4.20: The result of the CEMA attack on the first subkey of the key used in
the AES-128 encryption.

For the same key, the required number of traces for a successful CEMA attack is
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around 15000 which is much higher than the CPA attack (around 5000 power traces).

4.6 Security Analysis of Power/EM Based Side-channel Attacks

In this section, the performance and vulnerability of different power/EM based side-

channel attacks are compared and analyzed in detail. Table 4.1 gives the comparison

of experimental results among different attacks.

Table 4.1: Comparison between different power/EM based attacks

Attacks Target Key Value

Least Needed

Traces for a

Successful Attack

CPA Attack on

Software-based

AES-128

XMEGA

Microcontroller

2B 7E 15 16 28 AE D2 A6

AB F7 15 88 09 CF 4F 3C
< 40

Template Attack on

Hardware-based

AES-128

Virtex-5 FPGA

chip

Training: Random Keys

Attack: 2B 7E 15 16 28

AE D2 A6 AB F7 15 88

09 CF 4F 3C

Training: 500000

Attack: Failed

CPA Attack on

Hardware-based

AES-128

Kintex-7

FPGA chip

2B 7E 15 16 28 AE D2 A6

AB F7 15 88 09 CF 4F 3C
≈ 6000

Template Attack on

Software-based

AES-128

XMEGA

Microcontroller

Training: Random Keys

Attack: 2B 7E 15 16 28

AE D2 A6 AB F7 15 88

09 CF 4F 3C

Training: 2000

Attack: 3

CEMA Attack on

Hardware-based

AES-128

Kintex-7

FPGA chip

2B 7E 15 16 28 AE D2 A6

AB F7 15 88 09 CF 4F 3C
≈ 15000
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As shown in Table 4.1, the CPA attack shows high efficiency on software-based en-

cryption algorithms. With known plaintexts, the proposed CPA attack needs around

40 power traces to extract all the subkeys correctly. As a comparison, on the same

device and implementation, the proposed template attack only needs 3 power traces

to reveal the correct value of the key used in the encryption which is less than CPA

attack.

However, since the efficiency of template attack is based on the template con-

structed in the training process, so the time consumed in this process is also considered

as time overhead. In this case, we used 2000 power traces with random plaintext-key

pairs to construct the template and 20 traces with random plaintexts but the same

key in attack process. Figure 4.21 shows the time overhead of training process and

attack process.

Figure 4.21: Time overhead of template attack.

In this experiment, the time consumed in training process is around 0.055 seconds

and the attack process used around 0.159 seconds to reveal the subkey correctly. It is

clear that the time consumed in training process is not high. Additionally, considering

template construction is a one-time process, the time overhead of training is totally

acceptable.

Compared to software-based implementation, the CPA attack on hardware-based

implementation requires more power traces. From Table 4.1 we can know that, the

same CPA attack needs around 6000 power traces to extract the same secret key used
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in a FPGA-based AES-128 implementation which is much more than software-based

implementation.

We also tested the same template attack on power traces collected from the hardware-

based implementation. The power traces used in this experiment were collected from

a SASEBO-GII board (the AES is implemented on a Virtex-5 chip) [67] and provided

by DPA contest V2 [68]. With 500000 power traces with random plaintext-key pairs

used in template construction, we were still not able to extract the correct value of

any subkey with up to 10000 traces with random plaintexts but the same key in

attack process.

The main reason is that the software-based implementation works sequentially,

the real-time power trace leaks more information which makes the process of finding

the statistical relationship between the measured signal and the hypothetical model

faster and easier. By contrast, FPGA works in parallel therefore the real-time power

consumption reflects the aggregate activity of all the executing operations at each at

each moment which makes it more resilient to side-channel attacks.

Different from power-based side-channel attack, CEMA uses electromagnetic radi-

ation collected from the running cryptographic device for attack. In this work, the

feasibility and the efficiency of CEMA are tested by experiment. As shown in Section

4.5 and Table 4.1, the CEMA needs around 15000 EM traces to extract the secret

key. This number is much higher than CPA attack which only needs around 6000

power traces.

There are two reasons to explain this difference:

1. The EM probe used in this experiment (CW505 Planar H-Field Probe) doesn’t

have enough sensitivity.

2. The level of environmental noise is too high. Different from power-based anal-

ysis, the EM probe collects EM radiation from all the components nearby no

matter they belong to the target device or not.
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However, if the environmental noise can be isolated and the probe is sensitive

enough, the CEMA attack can reach the same level of efficiency as CPA. [61] To

realize this, the EM probe must be sensitive enough and the whole device needs to

be placed in a full-isolated environment.

Compared to power-based side-channel attacks which always require a physical con-

tact point for power measurement, the measurement process of EM is non-contact

which makes the detection of CEMA attack more difficult.



CHAPTER 5: COUNTERMEASURE TO CORRELATION-BASED

SIDE-CHANNEL ATTACKS [3]

To mitigate the risk of correlation-based side-channel attacks, we propose a key

update scheme on the hardware-based implementation of AES encryption. The pro-

posed design is based on the idea of target moving and uses a secure co-processor to

protect the key generation process and provides an isolated memory for key storage.

5.1 Key Update Scheme

Different side-channel attacks require varying sizes of sample traces to achieve a

successful attack that results in different amounts of time to capture and analyze

leaked information. This time period is called Measurement To Disclose (MTD)

period which denotes the time from the start of the physical information collection

process to the end of the successful attack.

We use the Least Needed power/electromagnetic Traces (LNT) to quantify the least

amount of time needed for a successful attack. In other words, the less the amount of

collected traces used for revealing the key, the higher efficiency the performed attack

has.

To mitigate the risk of side-channel attacks, the main target in this work is to

increase the LNT. We propose a key update scheme to achieve this goal. This scheme

is applied and implemented on both the sender side and the receiver side, changes

the value of the key used in AES encryption/decryption before the last used key can

be revealed by the side-channel attack and also preserve forward secrecy.

Following are the steps of the proposed scheme which is also shown in Figure 5.1:

1. Determine the LNT for Single key (LNTS) of the target hardware. This process
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is repeated several times and the average value will be used as LNTS.

2. Generate a list of random secret keys for encryption/decryption on TPM, and

share the key list with the receiver.

3. Set the Update Period (UP) which is less than LNTS and share it with the

receiver.

4. Start the encryption process with the first key and change the key following the

order of the key list when the value of the counter reaches the value of UP on

both the sender side and the receiver side. The counter ECT and DCT are used

for recording the number of encryption processes have been completed with the

current key on the sender side and the receiver side, respectively.

Figure 5.1: Proposed key update scheme.

Moreover, to protect keys used in key update, the proposed design uses a Trusted

Platform Module (TPM) to generate and store keys. The detail of TPM and exper-

imental setup are discussed in Section 5.2. By applying this scheme, the keys are
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generated randomly and stored in a full-protected environment and the attacker has

no enough time to break any key before the current key is replaced by a new random

key.

5.2 Trusted Platform Module (TPM)

Trusted platform module (TPM) is a security co-processor chip specified by the

Trusted Computing Group (TCG) [69] and standardized by the International Organi-

zation for Standardization (ISO) for enhancing the security of hardware devices. TPM

contains a built-in Ture Random Number Generator (TRNG), a tamper-resistant

Non-Volatile Memory (NVM) and a serious of functionalities to realize Root of Trust

(RoT).

TPM supports various encryption standards to meet security requirements, such

as AES, RSA encryption and hash function to provide Root of Trust (RoT) [70] and

authentication for hardware devices and communication [71]. Currently, the TPM

standard has been moved to version 2.0. Compared with TPM 1.2, TPM 2.0 en-

ables greater crypto-agility by supporting more and newer cryptographic algorithms.

Beyond that, TPM 2.0 has a three-level hierarchy architecture and allows multiple

keys and algorithms per hierarchy. Keys used for encryption and authentication are

derived from the primary keys and can the in the tamper-resistant persistent mem-

ory on the TPM. For generating Elliptic Curve Diffie Hellman (ECDH) session keys,

TPM can use NISTP256 and BNP256 curves to generate public-private key pairs.

The public key of the communicating node is multiplied with a node’s own private

key to generate a symmetric AES key.

The key update scheme requires multiple keys, so the security of key generation

and key storage is critical. The keys can be generated on the fly using embedded

structures such as a strong PUF [72] or can be stored in non-volatile memory or

the secure memory on processor. The memory on processor is vulnerable to readout

using the test structures such as scan-chain [73] and JTAG [74] used for testing the
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hardware. Even with the secure design components, the keys may be vulnerable to

side-channel analysis techniques that reveal key location or behavior during execution

[75].

In this work, we integrate the TPM chip with the FPGA fabric which provides

secure key generation and storage for the key update scheme. TPM supports en-

cryption and authentication, also has a tamper-resistant non-volatile memory for key

storage. The integration can be done at different levels of abstraction that is hard-

ware bare metal or supported to core operating system functions. We demonstrate

the integration on the Microblaze based system, consisting of a programmable logic

based Serial Peripheral Interface (SPI) core that is connected to the Microblaze with

the help of the AXI interconnect. A Memory Interface Generator (MIG) is used to

connect the on-board DDR RAM. Pins from the SPI core are connected to the TPM

’s SPI interface.

Figure 5.2: Integration of FPGA fabric and TPM.

Figure 5.2 shows the integration of FPGA design fabric with the encryption (AES)

engine and the controller over the SPI interface with TPM for the secure key gener-

ation and storage. The controller coordinates the co-work between the FPGA fabric

and the TPM throughout the encryption process, including communication with the

TPM and key update. All the keys in the key list are generated by the built-in TRNG

and stored in the tamper-resistant NVM on the TPM chip. All the data communica-

tions between the FPGA fabric and the TPM chip, including instruction transmission
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and key exchange, are realized through the SPI interface.

Figure 5.3 shows the experimental setup of TPM integration on the Sakura-X

board. TPM supports several interfaces such as Low Pin Count (LPC), Serial Pe-

ripheral Interface (SPI), and I2C. The TPM chip used in this work is Infineon OPTI-

GATM TPM 2.0 SLB9670 which is encapsulated in Iridium 9670 Evaluation Boards

[76] and connected with the Sakura-X board via SPI port.

Figure 5.3: TPM configuration on the Sakura-X board.

The high quality of random bit-sequences generated by the TRNG on the TPM

chip has been proved by the National Institute of Standards and Technology (NIST)

test in the previous work [77]. To utilize the functionality of random key generation

with TRNG, the TPM chip is integrated with the MicroBlaze soft processor core

which is implemented on the Kintex-7 FPGA chip on the Sakura-X board. A software

driver was written to provide the support for integration of TPM with the MicroBlaze

software processor [78].
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5.3 Experimental Result

5.3.1 Result of CPA Attack Without Key Update Scheme

As discussed in Section 5.1, the proposed key update scheme requires multiple keys.

In this experiment, four different keys are picked to generate the key list. For each

AES key, we collected 30000 power traces and applied the CPA attack on the first

subkey of each key. To reduce the variance caused by variables, we used the same set

of random plaintexts in encryption for each key.

Figure 5.4: The result of CPA attack on the first subkey used in the AES
encryption with four different keys.

Figure 5.4 shows the result of CPA attack on the first subkey used in the AES

encryption with four different keys. The first subkey of the 1st key 1D 22 BF 01

AC 77 D9 21 EA 34 15 F5 36 89 10 A2 is revealed correctly with around 7000
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power traces, and the first subkeys of the 2nd key F0 1E D2 3C B4 5A 96 78 09

AF 81 EB 27 CD 1F A9, the 3rd key 97 45 C3 73 1D AD 77 B1 17 B5 76

F4 5B 4C 1E E0 and the 4th key 2B 7E 15 16 28 AE D2 A6 AB F7 15 88

09 CF 4F 3C can also be revealed with around 5000, 6000, and 5000 power traces,

respectively.

5.3.2 Applying the Proposed Key Update Scheme

To mitigate the risk of the side-channel attack, we applied the proposed key update

scheme. Based on the result of CPA attack on AES-128 encryption with different keys,

the lowest LNTS is around 5000 and the highest LNTS is around 7000 which is much

less than the CEMA attack on EM traces collected with the same key and the same

set of plaintexts. (Under ideal conditions, the CEMA attack can reach to the same

level of efficiency as CPA [61]) If the proposed key update scheme can mitigate the

CPA attack, it must also be efficient on CEMA mitigation. To remove the influence

of random deviation, we set the value of the Update Period (UP) to 3000 traces (40%

less than the lowest LNTS). The sender begins the encryption process with the first

random key, then changes the key to the next one after every 3000 full encryption

processes following the loop order which is shown in Figure 5.5.
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Figure 5.5: Keys and update order.

The receiver also updates the key following the same order shared by the sender for

data decryption. We applied the same CPA attack on the collected power traces with

the same set of plaintexts using key update scheme to verify the effectiveness. The

1st key was used for encryption in three time periods in this experiment (1st-3000th,

12001st-15000th, 24001st-27000th), it means that totally 9000 power traces using the

1st key are collected for CPA attack. Similarly, the 2nd, 3rd and 4th keys are used for

encryption at regular intervals with 9000 (3001st-6000th, 15001st-18000th, 27001st-

30000th), 6000 (6001st-9000th, 18001st-21000th) and 6000 (9001st-12000th, 21001st-

24000th) random plaintexts, respectively.
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Figure 5.6: The result of CPA attack on the first subkey used in encryption after
applying the key update scheme.

The result is shown in Figure 5.6. After applying the proposed key update scheme,

none of the subkeys is revealed even with up to 30000 power traces totally, and up to

9000 traces for a single key (the 1st and the 2nd key). In contrast, the first subkeys

of the 1st key and the 2nd key can be extracted correctly with around 7000 power

traces and 5000 power traces without applying the proposed key update scheme.

This means that, even with a deterministic update order, the proposed key update

scheme is still secure to mitigate correlation-based attacks because the accumulative

correlation model built with previous keys is disturbed continuously every time the

new key is applied.

5.3.3 Key Generation on TPM

Figure 5.7 shows the process of key generation on TPM. In this experiment, 8

random keys were generated by the TRNG which can be used for the key update

scheme in the encryption process. The average time to generate 8 random keys is

0.014 seconds in 100 runs. The size of the key list and the length of each key are

controllable for meeting different security needs.
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Figure 5.7: The process of key generation on TPM.

5.4 Security Analysis

The encryption engine during execution is vulnerable to side-channel attacks and

has been shown in Section 4.4 and 5.3.1. The vulnerability of cryptographic devices

roots in the high correlation between the leaked information and the static imple-

mentation of the encryption engine. In this work, we propose a key update scheme

which is resilient to side-channel attacks.

One advantage of the proposed scheme is that the strength of security is completely

controllable by changing the length of the key list, modifying the update order, or

adjusting the update period. A longer key list (more random keys) or a higher up-

date frequency (reduce the update period) can enhance the resilience to side-channel

attacks further, but also leads to higher overhead. To ensure the security of the pro-

posed scheme, In this work, the sharing process of key list is expected to be performed

in a trusted environment before the data communication process.

In [79] [80], Medwed et al. propose a re-keying scheme that generates random keys

using a key derivation function. However, the key derivation function is implemented

on the same fabric with the encryption engine which brings an extra area overhead and

risk of tampering attack. The state-of-the-art FPGA devices natively support key-
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rolling to encrypt the bitstream which allows the user to break up the bitstream into

multiple AES encryption messages, each encrypted with its own unique rolling key

which are derived from the initial key [81]. However, the on-chip AES logic cannot be

used for any purpose other than bitstream encryption/decryption and the initial key

is stored in the RAM or eFUSE which is still readable by laser stimulation techniques

[82]. Moreover, the size of bitstream and the time delay are greatly increased along

with activating the key rolling scheme. By comparison, the proposed key update

scheme in this work is a general solution scheme and all the keys are generated

based on a primary key which is never visible outside of the TPM [83]. In [84], a

shifter is used for producing randomness for the key rotation scheme. However, the

shifting-based random number generator can only produce pseudo-random numbers.

In contrast, we use the built-in TRNG on the TPM to produce true random numbers

and the quality has been proved by the NIST test [77]. The use of true random

numbers can enhance the strength of key update scheme. To protect the process of

key generation, [72] uses a strong PUF to generate keys based on the sub-threshold

current array proposed in [85]. The proposed PUF shows good performance but it is

only resistant to simple power analysis.

As an efficient countermeasure, masking is widely used for mitigating side-channel

attacks. In [40], an order 1 perfectly masked algorithm is presented which masks orig-

inal secret data with an additively masked value to reduce the correlation between

the intermediate values and the input. To increase the efficiency and the security

of masking, Threshold Implementation (TI) is proposed in [41] which combines the

ideas of secret sharing, threshold cryptography, and multi-party computation proto-

cols. The original secret data is divided into multiple shares using Boolean addition

and processed independently, and cannot be revealed unless the number of leaked

shares is higher than the preset threshold. However, the area overhead of thresh-

old implementation is very high. For example, the area overhead after applying the
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countermeasure based on threshold implementation proposed in [42] is higher than

350%.

In this work, an independent TPM chip is used for key generation. All the keys

are generated by the TRNG and stored in the tamper-resistant NVM on the TPM

chip so that the risk of tampering attack can be reduced significantly. The area

overhead of the proposed design is incurred by the storage for multiple keys used in

the key update scheme and depends on the length of each key and the key list. All

the keys are stored on the TPM chip, so there is no extra area overhead incurred by

key storage on the FPGA fabric. For AES-128, the size of each key is 16 Bytes. The

size of NVM on SLB9670 TPM2.0 chip is 6962 Bytes [76] which is able to store up

to 435 AES-128 keys. For time overhead, the result shows that the average time to

generate one random key is less than 2 milliseconds. Considering the enhancement

of security brought by the proposed scheme and the TPM chip, the overhead is fairly

small. In addition, TPM supports different sizes and types of keys (RSA, ECC, and

AES). This feature makes the proposed scheme more flexible and practical in different

scenarios to fulfill various users’ needs.



CHAPTER 6: DMA ATTACK AND MITIGATION[4]

6.1 Direct Memory Access (DMA) Attack

6.1.1 Proposed Attack Model

DMA allows peripheral devices to access main system memory independent of the

CPU, thereby accelerates the speed of data transfer between external hardwares and

the memory. However, it also bring a critical risk to the security. Benefit from the

feature of DMA, the attacker can get the direct access to the memory by attaching a

new PCIe device. Once the malicious device is connected to the system, the attacker

can steal or tamper data stored in the memory without the supervision of CPU.

DMA attack can be performed on different DMA-supported bus standards. Figure

6.1 shows the basic flow of the DMA attack over PCIe.

Figure 6.1: Basic DMA attack flow.

As shown in Figure 6.1, once the connection is built, the attacker can send memory

read/write requests to the memory on the victim machine using DMA over PCIe.

Specifically, there are three steps in a DMA attack:
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1. Access Gain: To access the main memory, the attacker has to take control of

the PCIe device which can be realized by two methods: (1): Compromising the

device currently being connected; (2): Inserting a new PCIe device.

2. Memory Probing: Before stealing/manipulating data stored in the mem-

ory, the attacker traverses the whole live memory to obtain all the available

addresses.

3. Memory Dumping/Manipulation: After getting all the memory addresses,

the attacker can send TLPs to the main memory to dump the data stored in

a particular range of addresses, or write malicious data into the memory for

further attack.

Moreover, with a loaded kernel module, the attacker is able to perform some more

threatening attacks including mounting the file system, spawning system shell on

Windows, and removing/changing login password.

In this work, we first perform an attack using a PCIe device to show the vulner-

ability of DMA attack. The attack model used in this work references the attack

model presented in [25] and [86]. The PCIe device is connected to the victim ma-

chine via PCIe port and connected to the attacker machine by any of the interfaces

(USB, Ethernet, etc.). The attacker controls the PCIe device to send a Memory Read

(MRd) request TLP to the victim machine. Once the MRd TLP reaches the PCIe

root complex, the victim machine will respond with the completion TLP which con-

tains actual data back to the PCIe device, then back to the attacker. The attacker

can either dump all the data stored in the main memory of the victim machine, or a

part of data using a specific range of memory addresses.

6.1.2 Experimental Configuration

To configure the attack, we use a PCIe-compatible development board named

"NeTV2" with an on-board Xilinx XC7A35T FPGA chip. To improve the appli-
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cability of FPGA, Xilinx provides PCIe DMA and PCIe Bridge hard and soft IP

blocks for FPGA devices [87], as well as full access to 64-bit memory space without

relying on a kernel module running on the victim system. This feature makes FPGA

chips compatible with PCIe, but also brings a new risk to the security of the main

memory.

Figure 6.2: Experimental setup of DMA attack.

The setup is shown on Figure 6.2. The NeTV2 board is connected with the victim

machine by PCIe port and connected with the attack machine by an Ethernet cable.

Since the FPGA natively supports PCIe standard, so there is no need to install any

hardware driver on the victim machine. The direct access supported by DMA enables

the attacker to control the NeTV2 board to send memory read/write request TLPs to

the victim machine, thereby read/write data from/to the main memory on the victim

maliciously.

6.1.3 Experimental Result

In this work, the DMA attack is performed on two victim machines with different

memory sizes and operating systems. One is running Windows 10 OS with 64GB

RAM, and another one is running Ubuntu 18.04 Linux OS with 4GB RAM. In this
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section, all the results come from the attack performed on the Windows with 64GB

RAM.

Figure 6.3: Memory probing on the victim machine.

Figure 6.3 shows the result of memory probing. The NeTV2 board is connected

with the attacker’s machine, and the static IP of it is 192.168.0.222. In this step,

addresses of memory on the victim machine are traversed one by one. Once the

process is done, all the readable pages with respective addresses will be acquired

by the attacker. As shown in Figure 6.3, the memory on victim machine contains

17358848 pages and 16748375 pages are readable (around 96%) in this case. Besides,

the associated address of each page is also shown in this figure clearly.

After getting the full list of readable memory addresses, next step is to perform

the attack. By sending the memory read TLP with a particular memory address and

receiving the completion TLP, the data stored in that address can be read illegally.
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In this work, we dumped all the data stored in the RAM on the victim machine.

Figure 6.4: A fragment of memory dumped from the victim machine.

Figure 6.4 shows a small part of live memory dumped from the victim machine.

The address of each packet is placed on the left side. This memory fragment was

being used by the Google Chrome browser when the attacker was dumping the main

memory illegally.

Moreover, the unprotected PCIe bus allows the attacker to monitor the live RAM

during the run-time and access the file system via a "mounted drive", in this case,

the NeTV2 board. In modern computing systems the memory kernel takes charge of

memory management, such as storing internal data, buffering data during I/O oper-

ations, and sharing memory with other components [88]. Once the kernel module is

compromised, the level of security risk will be increased exponentially. Specifically, by

inserting various kernel implants into the kernel on the victim machine, it is possible

to remove the login password requirement, loading unsigned drivers, executing code

and spawn system shells [25] [86].
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Figure 6.5: Loading kernel module.

Fugure 6.5 shows an example of loading kernel module on the victim device via

DMA. In this case, the modified kernel module is loaded at address 0x68ffc000. This

gives the attacker the ability for accessing the file system of victim machine.

Figure 6.6: Entering the C:\ drive of the victim machine on the attack machine.

Figure 6.6 shows the snapshot from the attacker’s machine. After loading the

modified kernel module, the file system (C:\ drive in this case) of the victim machine

is fully accessible to the attacker and mounted as drive K:\ on the attacker’s machine.

The results show the great vulnerability of DMA attack. As a type of non-invasive
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side-channel attack, the DMA attack doesn’t require any physical modification on the

victim machine, so it is hard to defend. What’s worse, a recent work shows that the

DMA attack can be performed remotely using a WiGig dock [28], which increases the

difficulty of detection and defense further.

6.2 DMA Attack Mitigation

Trust On First Use (TOFU) is widely used for building the trusted connection

among the host and different nodes. The basic structure of TOFU is simple. Every

time a new not-yet-trusted device is connected, the host checks and stores the unique

identifier of this device (for example, public identity key or the fingerprint) in its local

trusted database. All the devices with identifiers in the database are considered as

trusted devices.

The idea of TOFU can be also used for authenticating DMA devices. After applying

this mechanism, the device will be blocked unless the host machine can find the unique

identifier of it in its trusted database or the authenticated user grants a new permit

to this device.

However, as discussed in Section 3.2, there is no unique fingerprint can be used for

authenticating PCIe devices currently. The host system uses vendor ID, device ID

to recognize different PCIe devices, but cannot distinguish different devices with the

same vendor ID and device ID, which makes the access control hard to realize.

To construct a unique identifier for each PCIe device, the profiling time is used

in this work. This unique identifier serves as a fingerprinting of each device. Due

to the variation in the manufacturing process, each device has a unique physical

characteristic such as current flow, IR drop, threshold voltage, and unique delays.

These delays affect the response time of the device. Manufacturing variations are

also used in creating cryptographic functions such as Physical Unclonable Functions

(PUFs).
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6.2.1 Proposed Methodology

In this work, a delay-based authentication scheme is proposed for DMA attack

mitigation. Figure 6.7 shows the flowchart of the design.

Figure 6.7: Proposed registration and authentication scheme.

As shown in figure, The proposed scheme consists of two processes: registration and

authentication. In registration process, the host machine build the unique identifier

for each trusted device and stores all the identifiers in its trusted database. These

identifiers will be used in the authentication process every time a new PCIe connection

is detected.

6.2.1.1 Trusted Device Registration

In the registration process, when a trusted PCIe device is first time connected

to the host machine, the authorized user measures the profiling time of this device,

constructs an identifier with ROI selection algorithms for this device, and stores the
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identifier (Vendor ID, Device ID, Region of Interest (ROI) and Range of Profiling

Time (RPT)) into the trusted database.

Before building the trusted database with the profiling time of each device, one

issue is the high variance among multiple samples which makes the raw data unus-

able. This variance is caused by multiple reasons, such as the change of environmental

parameters and real-time resource utilization. In this work, we design a data process-

ing framework in registration process to reduce the noise in raw measurements for

extracting accurate and stable profiling time.

Data Collection

For each device, multiple sub-datasets are collected, and each sub-dataset contains

an equal number of profiling time measurements. Let R denote the number of sub-

datasets for each device, and S denotes the number of recorded measurements of

profiling time in each sub-dataset. Totally, there are R × S measurements for each

device. After data collection, the raw measurements of profiling time are sorted from

lowest to highest in each sub-dataset.

Region Of Interest (ROI) Selection

In data processing, the Region Of Interest (ROI) is a group of samples selected

from a dataset for a particular purpose. In this work, the goal of ROI selection is

to find the region in the sub-dataset that has the lowest noise. Since the variance in

raw measurements is too high, we propose two different algorithms to seek the most

valuable ROI in the sorted sub-dataset.

(A) Difference Based Algorithm

In the difference based algorithm, we calculate the difference of the same selected

regions between each pair of sub-datasets from the first measurement to the last

one. One thing to note is that all the sub-datasets are sorted before applying the

algorithm. Let L denote the length of the Difference-based ROI (DROI). For
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R sub-datasets (each sub-dataset has S measurements of profiling time), there

are C(R, 2) different combinations of comparison pairs, and L(S-L) possible

regions.

Algorithm 1: DROI Selection
Input: Number of sub-datasets (R), Number of measurements in

each sub-dataset (S), Length of DROI (L)

Output: Difference-based ROI (DROI)

Res[] ← empty list;

for i← 1 to (S − L) do // for all the possible regions

for j ← 1 to (R− 1) do

for k ← (j + 1) to R do // for all the possible pair

combinations
calculate AD (absolute difference value between

sub-dataset[j][i : i+ L] and sub-dataset[k][i : i+ L]);

TD (cumulative difference for region i) ← TD + AD;

end

end

Res[i]← TD;

TD ← 0;

end

DROI ← [d : d+ L] where d is the index of the minimum value in

Res[];

Algorithm 1 shows the process of DROI selection. The inputs are sorted sub-

datasets and the length (L) of the DROI. In Res[], the value of element with

index i represents the cumulative difference calculated with the particular region

Res[i : i+L]. In other words, the noise in the region Res[i : i+L] that has the

lowest difference with all other sub-datasets is the lowest and considered as the

DROI. Note that, the length of DROI is flexible and can be changed according
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to different demands.

(B) Correlation Coefficient Based Algorithm

Correlation coefficient is a statistical index used to measure the dependency of

two variables. In this work, we compute the Pearson’s correlation coefficient

of all the regions from each pair of sorted sub-datasets to find the Correlation-

based ROI (CROI).

Algorithm 2: CROI Selection
Input: Number of sub-datasets (R), Number of measurements in

each sub-dataset (S), Length of CROI (L)

Output: Correlation-based ROI (CROI)

Res[] ← empty list;

for i← 1 to (S − L) do // for all the possible regions

for j ← 1 to (R− 1) do

for k ← (j + 1) to R do // for all the possible pair

combinations
calculate CC (correlation coefficient between

sub-dataset[j][i : i+ L] and sub-dataset[k][i : i+ L]);

TC (cumulative correlation coefficient for region i) ←

TC + CC;

end

end

Res[i]← TC;

TC ← 0;

end

CROI ← [d : d+ L] where d is the index of the maximum value in

Res[];

Algorithm 2 shows the process of CROI selection. The inputs are totally the
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same as DROI selection. However, in DROI selection, the lowest value in result

list Res[] is used because the lowest difference means the same selected regions

from each pair of sub-datasets have the highest similarity (in other words, the

lowest noise). However, in CROI selection, the highest value in result list Res[]

is selected because the highest coefficient represents the highest similarity.

At the end of the selection process, the overlapped region between the DORI and

CROI is selected as the ROI for identifier construction.

Construct and store identifier

The process of ROI selection figures out the region with the lowest level of noise.

By calculating the average profiling time of all the measurements in ROI for each

sub-dataset and combining the results of all the sub-datasets, we get the Range of

Profiling Time (RPT) which can be used as a part of the identifier. The ROI and RPT

will be stored in the trusted database on the host machine, along with the vendor ID

and device ID of this trusted device.

6.2.1.2 Authentication

As shown in Figure 6.7, in authentication process, every time a new PCIe connec-

tion is detected, the system reads the vendor ID and device ID of this PCIe device.

Once the vendor ID and device ID are found in the trusted database, the host ma-

chine will collect a number of profiling time measurements and calculate the average

profiling time based on the ROI stored in the same record. If the average profiling

time of this device is within the RPT stored in the same record, the permission will

be granted to the device, otherwise the system will recheck for other records that

contain the same vendor ID and device ID (in case of more than one device of the

same model are registered) until all the records have been traversed.

After all the records in the trusted database are traversed but the new connected

device doesn’t match any record of registration, the system will send a warning and
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block it until this device is registered by the authenticated user or unplugged.

6.2.2 Experimental Setup and Result

In this work, three TL-WN881ND wireless PCIe adapters (called device A, device

B, and device C) from TP-LINK [89] that have the same properties (same vendor

ID and device ID) are used for verifying the proposed design. In data collection,

the elapsed time of reading configuration space on the PCIe device is measured as

profiling time.

In experiments, we measured the profiling time of each device 10000 times and

repeated this process 30 times under the same conditions. After data collection, we

have 30 sub-datasets and each sub-dataset has 10000 measurements of profiling time

for each device.

Figure 6.8 shows all 10000 measurements of profiling time in one sub-dataset col-

lected from device A, and Figure 6.9 shows all 30 sub-datasets with sorted mea-

surements collected from device A (different sub-datasets have different colors). For

comparison across different devices, Figure 6.10 plots all the sorted sub-datasets col-

lected from all three devices (sub-datasets collected from the same device has the

same color).

Figure 6.8: All 10000 measurements of profiling time in one sub-dataset collected
from device A.
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Figure 6.9: Comparison of all 30 sorted sub-datasets collected from device A.

Figure 6.10: All the sub-datasets collected from all three devices. (red, green and
blue colors represent sub-datasets collected from device A, B and C, respectively.

As shown in Figure 6.8 and Figure 6.9, the variance among the collected mea-

surements is very high (from 12 ms to 23 ms), and the difference among different

sub-datasets is also very high in some regions (between the 3500th point and the

5500th point). In Figure 6.10, it is clear to see that the difference of profiling time

measurements collected from different devices is small. Moreover, Some samples col-

lected from device device C are even higher than 25ms due to the environmental noise.

Accordingly, it is difficult to construct identifiers without data processing.

Then, we applied the two proposed algorithms of ROI selection on the raw mea-
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surements collected from device A. In this case, we set the length of DROI and CROI

to 3000. Figure 6.11 and Figure 6.12 show the result of DROI selection and CROI

selection.

Figure 6.11: The output of DROI selection and CROI selection.

Figure 6.12: Result of DROI selection and CROI selection.

In this experiment, the lengths of both CROI and DROI are set to 3000. The result

shows that the DROI of device A is from the 5464th (included) point to the 8464th

point (not included) in each sorted sub-dataset, and the CROI is from the 6991st point

(included) to the 9991st point (not included). We selected the overlapped region of

DROI and CROI as ROI (6991st (included) - 8464th (not included)). This region

has the lowest noise and the highest stability because samples in this region from

data collections over different periods (sub-datasets in this case) have both the lowest

difference and the highest correlation with each other. Moreover, based on the result

of comparison among three devices, we noticed that all the devices of the same type
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have very similar ROIs with each other, so we used the ROI of device A for all three

devices to construct the identifier.

Figure 6.13: Range of Profiling Time (RPT) of each device.

For each device, we calculated the average profiling time of all the measurements

in ROI in each sub-dataset. The average profiling times of all the sub-datasets were

combined to form the RPT for each device. As shown in Figure 6.13, RPTs range

from 19577.90 us to 19692.26 us, 19865.05 us to 19994.50 us, 19734.17 us to 19831.31

us for device A, B, and C, respectively. There is no overlapped area among the three

devices, which means that the RPT of each device is unique. RPTs were used as

identifiers of each device and stored in the trusted database with vendor ID, device

ID, and ROI on the host machine for future authentication.

In authentication, each time we collected 10000 measurements of profiling time and

calculated the average profiling time of all the measurements in the ROI. This process

was repeated 50 times for each device under the same conditions. The result is shown

in Table 6.1.
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Table 6.1: Success Rate of Authentication

Devices

Number of Hit (Calculated

Average Profiling Time is

Within RPT)

Number of Miss (Calculated

Average Profiling Time is

Outside RPT)

Hit Rate

Device A 46 4 92%

Device B 49 1 98%

Device C 45 5 90%

As shown in Table 6.1, the proposed design has a high success rate in authentica-

tion. Device B is authenticated with 98% success rate in 50 authentication processes

and the average success rate of all the devices is higher than 93%. Based on the

experimental result, the proposed scheme is proved to be practical.

6.2.3 Security Analysis

The proposed framework uses profiling time to construct identifiers for PCIe de-

vices. In comparison with other existing mitigation countermeasures, the delay-based

authentication model has two major advantages:

• The proposed design does not require any hardware-level or protocol-level mod-

ification. Existing countermeasures to DMA attacks, such as [13] and [90], need

either an adjustment to the current protocol or physical modification of devices

that make designs less practical in the real world. In this work, the authenti-

cation is achieved by extracting the time-delay characteristic in device profiling

and no additional change on the hardware is needed, therefore it is more feasible

as compared to other existing works.

• The cost of the proposed design is low. IOMMU has been proved as an efficient

countermeasure to DMA attacks, but activating IOMMU will reduce the real-

time performance of computing systems significantly [14]. As a contrast, the
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delay-based authentication model presented in this work is lightweight. The

registration is a one-time process and there is no impact on performance after

the authentication is done.

There are two types of overhead in this design. The first one is the resource overhead

which is caused by the storage of the trusted database. In the real world, the PCIe

devices connected or has been connected to one host machine are fewer therefore the

size of the trusted database is fairly small. For example, if the trusted database has

30 records, the overall overhead of storage is only 1.81 KB.

Table 6.2: Time Overhead (One Device)

Registration Overhead (in minutes) Authentication Overhead (in minutes)

Measuring Identifier Construction Measuring Calculation

100 mins 15.7 mins 3.4 mins 4e-7 mins

Another overhead is the time overhead which is shown in Table 6.2. In this design,

there are two kinds of time overhead: registration overhead and authentication over-

head. For each device, we collected 300000 measurements in the registration process

which took 100 minutes and the process of identifier construction took 15.7 minutes.

For authentication, 10000 measurements were collected which took 3.4 minutes and

the calculation of average profiling time took 4e-7 minutes. The registration process

takes longer, but it is just a one-time process. In comparison, the time overhead of

authentication is 3.4. It is important to note that, the time overhead of identifier

construction depends on the performance of the host machine. In this experiment,

for both the registration process and authentication process, the CPU used is Core

i5-3470.

In this work, we use a Python-based interface for PCIe and the profiling time is

measured using the time library of Python. As shown in Figure 6.8, the variance

among different raw measurements of profiling time is very high. Even the proposed
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design is able to seek out the ROI with the lowest noise and construct unique identi-

fiers for different devices, the lack of high accuracy brings three major issues:

• Overlapping. As shown in Figure 6.13, there is no overlapped area. However,

if the number of devices increases, there might be some areas of overlap which

makes each identifier not unique anymore. Assuming the devices from the same

vendor and the same family will remain fewer per PCIe interface, this proposed

scheme works.

• High overhead of registration time. The higher the accuracy of measure-

ment, the less quantity of samples for identifier construction is needed. If the

accuracy of measurement can be increased, the registration process will need

fewer measurements for constructing identifiers therefore the time overhead will

be also reduced.

• Insufficient success rate of authentication. As shown in Table 6.1, the

average success rate of authentication is higher than 93%. However, to apply

the proposed scheme in the real world, the success rate must be increased to a

higher level which can be realized by improving the accuracy of measurement.

In order to avoid overlapping of RPTs and reduce the time overhead of registration,

further research will focus on improving the accuracy of measurement which can be

realized by two methods:

• Noise elimination. By applying mathematical models in measurement such as

straight line fitting [91], the noise caused by systematic errors can be eliminated

or reduced to the lowest level.

• Logic Analyzer. Benefit from the high resolution, the logic analyzer can

capture and display signals much more precisely than the clock integrated in

the host machine.
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In addition, applying classification algorithms can be also valuable to reduce the

number of measurements required in the authentication process, such as Multi-Layer

Perceptron (MLP) and Convolutional Neural Network (CNN).



CHAPTER 7: CONCLUSIONS

With the rapid development of digitalization in manufacturing and communica-

tion, it also comes with critical challenges on security and privacy, such side-channel

attacks. In order to fulfill the demand for security enhancement, this work presents a

full-detailed exploration on multiple types side-channel attacks, and proposes feasible

and lightweight countermeasures for mitigating the risk of correlation-based analysis

and the DMA attack.

In the aspect of power/EM based attacks, this dissertation performs template

attack and correlation-based analysis on both software-based and hardware-based

implementations, and gives a comprehensive comparison of efficiency and strength

among different attack models. Moreover, this work also proposes a key update

scheme as a countermeasure for correlation-based analysis. The keys are updated

during short intervals to eliminate the side channel analysis by calculating the Least

Needed power/EM Traces (LNT) of the target device and updating the key before

any subkey can be revealed on each node synchronously, therefore the risk of the

power analysis attack and the EM analysis attack is mitigated significantly as shown

in experiments. In the proposed framework, all the keys are generated and stored

securely on the TPM, and the security is controllable to meet different demands by

changing the length of each key and the number of keys.

In the aspect of DMA attack, this dissertation first performs a successful attack on

the main memory of the victim machine, then proposes a lightweight authentication

scheme for DMA-supported PCIe devices based on the unique identifiers constructed

with the profiling time. By applying the proposed ROI selection algorithms, the

noise in measurements is reduced remarkably. The result of experiments shows that
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there is no overlapped area among RPTs of three PCIe devices and the success rate

of authentication is greater than 93%. The proposed design does not require any

modifications to hardware and protocol, and does not have any negative effect on the

performance of computing systems, make this design more feasible than any other

existing countermeasures.
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