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ABSTRACT

ARAVIND INGALALLI. Hierarchical decentralized optimal control and reconfiguration of
networked microgrids in the power distribution system. (Under the direction of DR.

SUKUMAR KAMALASADAN)

Advancements in information and communication technology, decentralized digital eco-

nomic structures, and data-driven learning-based technology have transformed distribution

networks as a system of systems in recent decades. With the rapid integration of sustain-

able energy resources, the ecosystem surrounding the electricity consumer is getting socially,

economically, and politically complex. The key operational challenge is the coexistence of

large-scale distributed energy resources (DER) to achieve stable load power sharing while

regulating the voltage and frequency in the network to the nominal values.

The vision of the dissertation work is to formulate a hierarchical decentralized control

structure to accommodate three-level research objectives. First, at the DER level, consider-

ing the low X/R and unbalanced nature of the distribution network, appropriate cascaded

primary control loops are designed. A unified control architecture is proposed for stable

multiple DER power sharing, achieving ride-through capability, and maintaining the net-

work voltage and frequency close to nominal values. The unified control architecture is

devised through a systematic definition of steady-state operating modes and the interaction

among hierarchical entities in the grid. Second, a decentralized predictive optimal con-

strained secondary control framework is formulated at the microgrid level to maintain the

nominal voltage and frequency. The proposed strategy is built on a first-order model of

the primary controller and local/global measurements-based state estimation, facilitating

the deployability to grid edge devices. The framework is further extended to incorporate

a data-driven approach when model parameters are unavailable. Finally, at the network

level, detailed network dynamics are modeled in a real-time environment by incorporating

primary, and secondary control and protection functions. The reinforcement learning agent

is designed using an extended Q-routing methodology, which interacts with the environment

through event-driven communication and performs optimal network reconfiguration during

events in the environment. Another goal of this dissertation work is to bring value to en-

gaged stakeholders in the process of achieving a 100% sustainable power grid. There exists

an execution gap between the aforementioned hierarchical technology solutions and business

delivery models. This gap is addressed in the dissertation by fostering an implementation

strategy for resiliency services through the energy-as-a-service model. The regulatory frame-

work and ownership agreements are yet to evolve to support the delivery model acceptable

to the involved stakeholders.
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CHAPTER 1: Introduction

The measure of greatness in a sci-

entific idea is the extent to which it

stimulates thought and opens up new

lines of research.

Paul Dirac

At the outset, the dissertation discusses the broader aspects such as the necessity of

clean energy for the benefit of humanity in Section 1.1, and decentralization as a key entity

to achieve the democratization of the power system in Section 1.2. Section 1.3 provides

the background of the timescale of control applications in the power distribution network.

With this background, Section 1.4 illustrates the core problem for the dissertation including

the organization of the upcoming chapters. The major contribution of the dissertation is

discussed in Section 1.5.

1.1 Clean Energy for Humanity

The impact of climate change has increased the frequency and severity of weather-related

events globally. The year 2019 is the sixth consecutive year in which ten or more billion-

dollar weather and climate disaster events have affected the United States [1]. The prevailing

electric power infrastructure is prone to disastrous events leading to larger power outages

in a distribution system. Consequently, the decarbonization targets due to the concerns of

climate change and the loss of traditional economies of scale have led to the rapid integration

of distributed energy resources (DER) in the power distribution systems [2]. The affordable

clean energy DER technology such as photo-voltaic and battery energy storage is predom-

inantly integrated into the power distribution grid. Sophisticated control and management

of DERs have led to the emergence of microgrids (MG). According to the Department of

Energy, the MG is defined as, "a group of interconnected loads and DERs within clearly de-

fined electrical boundaries that act as a single controllable entity with respect to the grid and

that connects and disconnects from such grid to enable it to operate in both grid-connected or

islanded mode." For the concerned stakeholders, the objectives of deploying an MG, such as

economic benefits, sustainable generation, reliability, energy security, and resiliency during

extreme weather events are implicit in the business case. [3].

The conventional power management and delivery model is highly centralized and ver-

tically integrated. To enable grid resiliency under the circumstances, traditional reliability
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requirements such as contingency criterion (N-1, or N-2) are not sufficient to ensure the avail-

ability of power. Such measures are rather feasible for low-impact/highly-probable events

than high-impact events [4]. The DERs that are part of MGs are interfaced with the power

distribution system through the inverter-based resources (IBR) with a hierarchical control

and communication system [5]. IBRs play an important role in coupling the DC side of the

DERs to the AC power grid, enabling distributed generation, and improving the utilization

of local renewable energy-based resources at the network level. Thus the power distribution

system is evolving towards a highly sustainable and resilient cyber-physical energy platform,

where multiple MGs can be seamlessly interconnected. An aggregatory layer can be built to

coordinate and distribute the energy and information in real-time, enabling market opportu-

nity for emerging business models such as energy-as-a-service. The technology deployment

of networked MGs is feasible as more end users are willing to install in-house generation and

storage either by owning or leasing the assets to reduce electricity costs and secure criti-

cal loads. Technology maturity together with appropriate business models facilitate higher

penetration levels of renewable generation aiding the transition towards clean-energy infras-

tructure [6]. This dissertation aims to work towards developing comprehensive methodologies

to integrate hierarchical decentralized control technologies to achieve 100% sustainable en-

ergy resource-based power grid operation. The solution approach definitely would enhance

the stability and resiliency of the power distribution network, meanwhile generating value

for the involved stakeholders.

1.2 Decentralization: Key to a Democratic Power System

The scope of the dissertation is to the study structure and design of the hierarchical op-

timal control problem in large-scale networks such as power distribution networks. In such

networks, designating control and decision-making ability to a centralized entity has multi-

fold demerits. The central entity requires an expensive computation and communication

infrastructure that is prone to single point of failure and design complications [7–9]. This

is the motivation to decentralize control and decision-making ability through the system-

atic design of the localized control strategies [10–13]. Local entities would require limited

communication and computational resource, and offer the capability of plug-and-play, and

self-healing, thereby achieving greater autonomicity in the network behavior [14–16]. Decen-

tralization of control and decision-making is observed in widespread applications in various

domains such as biology, a market economy, computer science, political science, and power

system [17–26] (see Fig. 1.1). In these applications, central control and decision-making

authority are systematically localized, and the local entities independently or with limited

interaction achieve the network-level goals.

The objective of this dissertation is to systematically classify the controller goals at the
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(a) (b)

(c) (d)

Figure 1.1: (Image courtesy: www.istockphoto.com) Decentralized decision systems (a) without
a leader, ants work together using simple olfactory interactions, and collective behavior solves
the ecological problems such as building a new colony [17, 18] (b) a decentralized autonomous
organization is an emerging legal structure that takes decision based on bottoms-up management
approach without having any central governing body [19–21] (c) peer-to-peer energy markets can
perform a decentralized decision making for optimal price clearance [22,23] (d) sustainable generators
in the power grid share the load power using a communication-less droop technique without the
need of a central controller [24–27].

device level, system level, network level and develop a hierarchical decentralized methodology

to optimally achieve the identified goals. The design aspects incorporate (a) no information

exchange among the subsystems leading to design scalability, (b) high fidelity low order

models enabling deployability to the grid edge devices, (c) the learning behavior to achieve

a network topology agnostic solution. By shifting the control and decision power to the grid

edge, and enabling necessary hierarchical interactions among various entities in the grid, the

power generation, consumption, and storage altogether are decentralized. This shall provide

an opportunity for every consumer to produce and store the power (termed as a prosumer)

and coordinate the exchange of power with their peers for the greater benefit of society. The

large-scale emergence of the prosumer may lead to the democratization of the power grid

requiring sophisticated decentralized technology solutions as the key enablers. There is a

huge necessity to transition towards a net-zero power grid and democratizing the power grid

would be a major step toward attaining a healthy sustainable environment.

1.3 Timescale of Control Applications

The power grid is a complicated network requiring the coexistence of various applications

for a stable operation. The higher penetration of DERs in such networks requires systematic
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hierarchical execution of applications at different timescales. Fig. 1.2 summarises the time

scale separation of hierarchical control applications and associated communication protocols.

Typically, primary control is applicable at the device (DER) level, secondary control is appli-

cable at the system level (MG), and tertiary control is applicable at the network level (power

distribution network). Applications in the primary control level are highly decentralized

while the applications in the tertiary control layer are highly dependent on communication

infrastructure. The trend for applications in the secondary control level is shifting from dis-

tributed architecture to decentralized architecture. This shift in the trend is to reduce the

dependency on communication networks and increase real-time performance. At the primary

control level, the main objective is to track the power set-pints during grid-tied operation

and share stable power in the islanded mode of operation [28–33]. Furthermore, as per the

IEEE 1547-2018 standard, fault ride-through and other grid support functions are the key

requirements at the DER level primary control [34–37]. Voltage and frequency regulation

to nominal values and achieving seamless transfer are the key requirements at the MG level

secondary control [38–42]. Topology reconfiguration, economic dispatch, optimal power flow

control, and unit commitment are some of the key control requirements at the network level

[9, 43–46].

Figure 1.2: Summary of control applications in the power distribution system along with the
timescale of operation and associated communication protocols.

1.4 Outline of the Dissertation

Considering the rapid integration of DERs in the power distribution network, the core

research problem of this dissertation is as follows.

Problem statement: How to ensure stability and enhance the resiliency in a DER-dominated

power distribution network that requires the coexistence of various applications at multiple

spatiotemporal scales?
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The implicit challenge of the aforementioned problem also involves addressing the controller

design scalability concerns. The author attempts to solve the problem by categorizing the

research objectives in a hierarchical approach. Through the thorough investigation of the

state-of-the-art research, core objectives at each of the layers in the hierarchy are defined as

depicted in Fig. 1.3. In the subsequent chapters, a systematic methodology to achieve those

objectives is proposed. The author believes this approach will be successful in managing the

high penetration of the DERs, including 100% DER-based power grid operation.

In Chapter 2, characteristics and challenges in DER integrated modern distribution net-

work are discussed. This chapter also highlights the key challenges in multiple IBR operations

in a distribution network and the need for decentralized secondary controller frameworks. A

brief discussion about different control architectures and methods that are in the scope of

this dissertation is provided. Lastly, the scope of the dissertation is defined and discussed.

Chapter 3 addresses the challenge of systematic classification of control goals for grid-

forming and grid-following inverters in an unbalanced, low X/R distribution grid. In this

chapter, a sequence-based unified control architecture and the underlying building blocks

for the multiple IBR operation are proposed. Basic linear control theory concepts, unbal-

anced network theory concepts, controller design approach, stability analysis, and real-time

validation results of the unified architecture are as well provided.

In Chapter 4, the challenge of utilizing a first-order high-fidelity IBR primary controller

model and state-estimation techniques to create a platform for a decentralized control mech-

anism is addressed. Furthermore, the integral model predictive control (IMPC) framework

is proposed for regulating the MG voltage and frequency to the nominal values even in pres-

ence of the measurement noise. The framework is validated in real-time simulation set-up for

various grid events and communication latency. The proposed solution is computationally

less expensive and it can be deployed on grid-edge devices.

Chapter 5 addresses the challenge of how data-driven learning methods and state estima-

tion techniques can aid the design of decentralized optimal control. This serves the use case

of voltage and frequency regulation when model parameters are unavailable in an interop-

erable DER-integrated system. A decentralized adaptive identification-based integral model

predictive control (IIMPC) framework is formulated based on the definition and synchro-

nization of local and global states. The framework is validated in a real-time MIL setup for

various grid events.

In Chapter 6, the challenges involved in optimally operating a systematic sectionalized

feeder with connected multi-MGs are addressed. In this chapter, the building blocks of

connected MGs are described spanning from the primary controller of IBRs to primary

protection functions for the network. An extended Q-routing-based algorithm is proposed for
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optimal reconfiguration of networked MG during extreme events. The algorithm is validated

in an event-driven real-time experimental set-up and the actions of the reconfiguration agent

are analyzed.

Chapter 7 illustrates a three-layer delivery model for networked MG operation. The

resiliency-as-a-service utility is proposed and the underlying possible use cases are described.

A load restoration use case is demonstrated to validate the effectiveness of the delivery

model. Chapter nevertheless provides the roles and responsibilities of utilities, aggregators,

technology providers, and prosumers in attaining 100% sustainable generation-based power

grid. Chapter 8 concludes the dissertation with direction and research questions for future

work.

Figure 1.3: Outline of the dissertation including the research objectives and the associated chapters.

1.5 Main Contribution of the Dissertation

The stable operation of multiple IBRs with communication-free power sharing, scalable

optimal control solutions to maintain the MG system parameters close to the nominal values,

and optimal reconfiguration of networked MGs are the key research challenges that need

to be addressed to enhance the stability and resiliency of the grid operation. The major

contributions of the research work at each of the levels in the hierarchy are described below.

• Device Level: at the IBR level, a unified architecture for grid forming and grid fol-

lowing IBRs is proposed and validated for various grid events. Modified positive se-

quence droop law (with an integral element) for improving the IBR power sharing is

orchestrated resulting in maintaining the system voltage and frequency close to nom-

inal values. A negative sequence IBR power control mechanism is demonstrated for

mitigating the power ripples occurring during unbalanced faults, thereby assuring the

ride-through capability of the IBR. A straightforward, generic PNS current limiting

method is proposed to empower the IBRs with ride-through capability during differ-

ent modes of operation. Real-time model-based verification is performed for various

grid events such as linear and nonlinear load changes, ride-through during unbalanced



7

faults, seamless transitioning between the proposed modes of operation, and dynamic

role change of IBRs.

• Microgrid Level: at this level, a decentralized model-based (IMPC framework), and

data-driven (IIMPC framework) quadratic optimal control problem is solved to achieve

the voltage and frequency regulation. The predictive integral action mechanism accel-

erates the restoration of voltage and frequency, especially advantageous when commu-

nication latency is considered. The approach utilizes a computationally inexpensive

first-order model (known or identified) and extended Kalman filter-based state esti-

mation technique-based, hence deployable to grid edge devices. The state estimation

facilitates the dynamic synchronization of system states locally, thereby offering a bal-

ance between the communication requirement and the computational complexity. The

estimator does not require communication among the subsystems and from the con-

troller perspective, the subsystems are completely decoupled, hence offering design

scalability. The IMPC/IIMPC controller is formulated to incorporate constraints such

that the control input signal is accounted for explicit amplitude and rate constraints.

Thus during short-term grid faults, the secondary controller assists the primary con-

troller in performing ride-through activity by providing the constrained references.

IIMPC framework is an extension to IMPC when model parameters are unavailable,

further enhancing the controller robustness in case of model mismatch or system uncer-

tainties. Frameworks are foolproof against various grid events such as islanding, load

change, generation loss, and grid faults, and robust against communication latency and

measurement noise as validated by the real-time model-in-the-loop simulation.

• Network Level: To capture the detailed network level dynamics, a detailed dynamic

model of the network is developed including IBR primary control, secondary control,

protection, synchronization, and load-shedding schemes. The design is optimized for

real-time operation using distributed modeling and is capable of communicating its

states to the agent at a millisecond timescale post-event. Proposed dynamic reconfig-

uration is formulated as a Markov decision process, and the extended Q-routing-based

reconfiguration method efficiently discovers the optimal path between the source and

destination nodes. The extended Q-routing algorithm utilizes the edge weights to

compute the optimal path and the approach is capable of finding multiple optimum

paths, unlike the breadth-first search method. Real-time agent-in-the-loop validation

of the proposed method showcases the optimal network reconfiguration, including sta-

ble power sharing, and nominal voltage in respective MGs. Furthermore, the networked

MGs with dynamic boundaries, technology aggregation, and resiliency service offering
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through a layered architecture of the EaaS delivery model are presented. Such models

can successfully match the distributed generation with highly dynamic local or neigh-

boring loads with or without the availability of the grid. Lastly, a framework to offer

resiliency-as-a-service to the end-users through resiliency metrics is presented and the

need for sustainable business model innovation by technology players, startups, and

utilities to position themselves in the market is emphasized.



CHAPTER 2: DER Integrated Power Distribution Network

There can be no compromise on basic

principles. There can be no compro-

mise on moral issues. There can be

no compromise on matters of knowl-

edge, of truth, of rational conviction.

Ayn Rand

In this chapter, basic details of distributed energy resource (DER) integrated power dis-

tribution networks are provided. Section 2.1 describes the modern distribution network

characteristics and the requirements of DER control strategies. Section 2.2 provides the de-

tails of controller frameworks followed by various control methods in Section 2.3 to introduce

the context of control use cases in the power distribution networks. Section 2.4 discusses

the scope of the dissertation and the identified research problems in the context of DER

integrated power distribution network. Lastly, Section 2.5 provides the summary.

2.1 Modern Power Distribution Network

Conventional power distribution networks are designed for unidirectional power flow from

the substation to the end user. Such networks require limited sensing and minimal control

actions by the components such as transformer tap changers, and capacitor banks. Networks

are usually oversized considering the long-term peak load conditions and hence they offer

robustness and reliability. However, in recent times, due to the clean energy policies, and

DER cost reduction, large-scale integration of DERs is foreseen. DERs are the smaller power

generation units often installed on the consumer side, unlike centralized power generation

plants. Photovoltaic (PV), battery energy storage, and wind generators are a few examples

of DERs not necessarily installed behind the meters. On the policy front, North Carolina

Clean Energy Plan has a goal to reduce electric power sector greenhouse gas emissions by

70% below 2005 levels by 2030 and reach carbon neutrality by 2050 [47]. On the cost front,

the Solar Energy Technologies Office report [48] has the cost targets for solar electricity by

2030 are $0.05/kWh, $0.04/kWh, and $0.03/kWh for residential, commercial, and utility-

scale PV applications, respectively. These costs support greater affordability of DERs by

lowering the solar energy costs by around 50% and battery energy storage costs in the range

of 40-70% between 2020 and 2030 [49].
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2.1.1 Network Characteristics and Challenges

The modern distribution network is witnessing a large-scale integration of the DERs. The

DERs are asynchronously coupled to the AC power grid through power electronic converters,

termed inverter-based resources (IBR). Usually, an IBR output AC voltage is less than the

network line voltage. Hence, a ∆−Yg transformer is used to interface an IBR to the network

line. Smart switches (SS) are controllable breakers that can be tripped or closed to isolate or

reconnect a part of the network. The distribution network follows the radial topology with

one substation node powering the entire network at any given point in time. To design the

controllers of IBRs, network characteristics play a critical role [28]. Two major characteristics

of the distribution network are as below [50].

• Low X/R compared to the bulk power grid: The distribution network lines operate at

a much lower voltage than the transmission lines of the bulk power system. Therefore

the distance between the wires is much shorter than the transmission line which leads

to much lower magnetic energy storage and consequently its inductance per unit length

will be smaller. Furthermore, due to the high current carrying capacity requirement,

the larger cross-sectional area of the distribution lines leads to higher resistance per

unit length compared to the transmission lines.

• Unbalanced network: Due to many single-phase and two-phase laterals, the network

is unbalanced. To balance the network voltage, the substation node supplies negative

sequence currents into the network. Thus depending on the phase-wise loading (in-

cluding line impedance) in the network, an equivalent phase-wise current is supplied

by the substation node.

Based on the aforementioned characteristics of the network, appropriate IBR control

strategies need to be developed. The strategy must enable efficient IBR operation in the

presence and absence of the substation node, basically forming an MG. Especially, when

the target is to achieve 100% IBR-based network operations, significant challenges include

achieving stability and performing optimal network reconfiguration. At the ground level, it

opens up a new research paradigm, as IBR behavior and dynamics are different compared

to the synchronous-generator dynamics. IBR-based network (MG) is also termed as a weak

grid that tends to have lower inertia, lower short circuit ratio, lower X/R, and higher grid

impedance compared to the bulk power grids [51]. Furthermore, at the network level, there

is a need for systematic sectionalization (through the appropriate operation of SSs) leading

to multiple connected MGs, hence increasing the overall resiliency of the network.
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2.1.2 IBR Power Sharing Strategies

The co-existence of multiple IBRs along with the grid source and during the absence of

a grid source requires a sophisticated and dedicated control strategy. Decentralized primary

control techniques are typically utilized to achieve stable and efficient autonomous operation

of IBRs in a network without the need for communication [52, 53]. Droop and voltage

oscillator control (VOC) strategies as a part of primary control can enable power-sharing

among multiple IBRs in a distribution system. Control design aspects of both strategies are

investigated before applying them to an unbalanced system. Since the distribution system

has low X/R, correlation of the form P ∼ V and Q ∼ ω is proposed as a universal droop

law for an IBR with any type of output impedance [28]. A robust droop controller for IBRs

with low X/R output impedance is presented to reduce the voltage drop due to the load

and droop effect [29]. In [30] an adaptive droop control architecture is illustrated to improve

the transient performances. The proposed approaches are valid for multiple IBR operations;

however, the authors did not consider operations in unbalanced conditions and grid-feeding

modes of operation. On the other hand, various incarnations of VOC-based strategy exist in

literature offering different dynamic performances. Andronov-Hopf oscillator [31], dead-zone

oscillator [54], Lienard-type circuits [32], Poincare-Bendixson Oscillator [55], space-vector

oscillator [56] are some examples of adoption of oscillator dynamics to facilitate multiple

IBR operation.

The fundamental control objective of droop and VOC methods is to maintain the power

balance between the load and generation. In a cascaded control, the voltage and current

reference tracking loops are the lower loops with relatively faster responses compared to

the droop loop. The droop method enables decentralized power balance by allowing devi-

ation from the nominal voltage and frequency, which would be corrected by the secondary

controller. For a stable operation, the droop-based control strategy requires systematic time-

scale separation (decrease in bandwidth for outer loops) among the cascaded control loops as

depicted in Fig. 2.1. Furthermore, dedicated voltage and current controllers can be designed

to meet the requirement of positive and negative sequence (PNS) component supply from

the IBR. In grid-tied mode, DERMS provides the power set-points and the same droop loop

can be used to perform accurate power set-point tracking. Appropriate design solution of

the secondary controller along with the primary controller, the IBR can meet the desired

performance in both grid-tied and islanded modes including seamless mode transitions.

VOC strategy offers faster synchronization and power-sharing by combining the voltage

tracking control (secondary control) with primary control in islanded mode [57]. Fig. 2.1

shows the typical bandwidths for hierarchical controls in a VOC-based network. Unlike

droop, VOC does not require active and reactive power computation at the terminal. More-



12

Figure 2.1: Comparison between droop-based and VOC-based power sharing strategies and the
typical bandwidth for designed control loops.

over, VOC does not require dedicated voltage and current loops. However, to achieve power

set-point tracking in grid-tied mode, an isolated power control loop is needed which requires

power computation based on terminal voltage and currents [54] [56]. This loop provides

voltage reference to the primary VOC loop and requires the explicit calculation of real and

reactive power at the converter terminal. Since it is not clear from the literature about

the capability of VCO-based IBRs to supply negative sequence components, droop based

method is investigated in this dissertation to achieve primary controller goals. Such primary

controller of an IBR consists of an inner PNS current loop, and an outer PNS voltage loop

followed by a power loop that deploys appropriate droop laws [58].

2.1.3 Theory Behind Droop Law

The equivalent circuit of multiple parallel IBRs that are operating in islanded mode is

depicted in Fig. 2.2. The circuit represents the SS state as open, and multiple IBRs (n)

operating in parallel cater to the load in the system (ZL). Vi, ̸ δi are the voltage magnitude

and angles of ith IBR respectively. All the IBRs are assumed to have different output

impedance magnitude and phase (Zi, ̸ δi), representing aggregated output impedance of the

IBR system and the line impedance of the distribution system. Since different IBR sizes

would have different LCL filter parameters and controller parameters, output impedance

may vary. Furthermore, when IBRs are spatially distributed in the grid, the line impedance

seen at the PCCs of respective IBRs could be different from one another.

From the basic power flow, the apparent power supplied by the IBRs operating as a voltage

source in islanded mode is represented as (2.1).

Si =
ViVpe

−j(θi−δi) − V 2
p e

jθi

Zi

(2.1)
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Figure 2.2: Parallel IBR operation based on power-flow to identify droop laws in a low X/R system

Active and the reactive power components of (2.1) are described by (2.2) and (2.3).

Pi =

(
ViVp cos δi − V 2

P

Zi

)
cos θi +

(
ViVp

Zi

)
sin θi sin δi (2.2)

Qi =

(
ViVp cos δi − V 2

p

Zi

)
sin θi −

(
ViVp

Zi

)
cos θi sin δi (2.3)

where i = 1, 2 represents the number of IBRs, Ei and V are the amplitudes of the IBR output

voltage and the point of common coupling (PCC) voltage, Zi and θi are the magnitude and

the phase of the output impedance respectively. By considering the transformation matrix

that rotates the power vector (Pi + jQi) by −θ power vector can be aligned along the IBRs

with the resistive output impedance.

(2.4)T (θ) =

 cos (θ) sin (θ)

−sin (θ) cos (θ)


P T

i

QT
i

 = T

Pi

Qi

 =

EiV
Zi

cos(δi)− E2

Zi

−EiV
Zi

sin(δi)

 (2.5)

From (2.5), Pi and Qi have positive correlation with V and −δi respectively for IBRs with

different output impedance [28]. For low X/R network such as distribution grid, we can

assume Zi ≈ Ri, hence θi = 0 (same correlation in (2.5)).

With the aforementioned theory, the objective of a droop law is to generate appropriate

voltage magnitude Vi and angle δi for each of the IBR operating in parallel such that they

share the active and reactive powers proportionally as given by (2.6) and (2.7).

(2.6)V i
r = V ∗

i + kV
p ∆Vi − kP

p ∆Pi

(2.7)ωi
r = ω∗

i + kQ
p ∆Qi

where ∆Pi = (Pi − P ∗
i ) is the deviation of measured active power from the set-point value,

∆Qi = (Qi − Q∗
i ) is the deviation of measured reactive power from the set-point value,

∆Vi = (V ∗
i − V rms

p ) is the deviation of measured PCC voltage from the nominal value, V ∗
i

and ω∗
i are the voltage magnitude and frequency set-point values.
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2.1.4 Need for the Decentralized Secondary Control

Section 2.1.3 described the droop correlations that are valid for a low X/R distribution

system. As per the droop laws, the rated power delivery from the IBR would lead to

maintaining the rated voltage and frequency at PCC. When there is a change in the system

operating condition, the power delivered changes from rated value to Pi and Qi in respective

relations. As a result, voltage and angle deviate from their respective nominal values. So

there is a need for secondary control that can perform a corrective action to restore the

voltage and angle to rated values as described by (2.8) and (2.9).

(2.8)V +
(r,i) = V ∗

i + kV
p ∆Vi − kP

p ∆Pi + dV

(2.9)ω+
(r,i) = ω∗

i + kQ
p ∆Qi + dω

The role of secondary control is to eliminate these deviations while at the same time main-

taining the stability of power-sharing in the MG. Closed loop dynamics of IBR integration

into the grid are represented by Fig. 2.3.

Figure 2.3: Closed loop dynamics representation of IBR integrated into distribution grid

(2.10)Pi =
1

kP
(p,i)

(V(r,i) − V ∗
i ) + P ∗

i

(2.11)Qi =
1

kQ
(p,i)

(ω(r,i) − ω∗
i )−Q∗

i

The time-domain representation of power signals from the power control loop and the low

pass filter (LPF) of the IBR is given by

Ṗi = ωc
i (pi − Pi) (2.12)

Q̇i = ωc
i (qi −Qi) (2.13)
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where ωc
i is the cut-off frequency of the low pass filter which is usually in the range of 2 Hz

to 10 Hz.

The generic power flow equation is given by:

(2.14)pi = V 2
i Gii −

N∑
j=1,j ̸=i

ViVj|Yij|cos(δi − δj − θij)

(2.15)qi = −V 2
i Bii −

N∑
j=1,j ̸=i

ViVj|Yij|sin(δi − δj − θij)

where |Yij|=
√

G2
ij +B2

ij and admittance angle θij = arctan(
Bij

Gij
)

substituting (2.12) through (2.15) in (2.8) and (2.9) that are applicable in islanded mode with

zero integral gain coefficients, and ignoring reference values, small signal model representation

is given by:

(2.16)V̇i = (−kP
(p,i)ω(c,i)ViGii − ω(c,i))Vi + kP

(p,i)ω(c,i)

N∑
j=1,j ̸=i

ViVj|Yij|cos(δi − δj − θij)

(2.17)δ̇i = −kQ
(p,i)ω(c,i)V

2
i Bii − ω(c,i)δi − kQ

(p,i)ω(c,i)

N∑
j=1,j ̸=i

ViVj|Yij|sin(δi − δj − θij)

Some assumptions and approximations to linearize (2.16) and (2.17):

1. Small signal modeling: term outside summation V 2
i = Vivi + viVi = 2Vivi , similarly

term inside summation ViVj = viVj + Vivj

2. For a set of IBRs in the network operating in an island, grid forming IBR would set

the angle and rest of the IBRs would follow the angle. So (δi − δj) = 0. Similarly, in

grid-connected mode (if applicable for other studies), grid would provide the angle and

all the IBRs in the network would follow that.

With the above assumptions, the closed-loop small signal model is given by:

(2.18)
∆v̇i =

(
− 2kP

(p,i)ω(c,i)GiiVi +
N∑

j=1,j ̸=i

kP
(p,i)ω(c,i)Vj|Yij|cos(θij)− ω(c,i)

)
∆vi

+
N∑

j=1,j ̸=i

(
kP
(p,i)ω(c,i)Vi|Yij|cos(θij)

)
∆vj

(2.19)
∆δ̇i =

(
− 2kQ

(p,i)ω(c,i)BiiVi +
N∑

j=1,j ̸=i

kQ
(p,i)ω(c,i)Vj|Yij|sin(θij)

)
∆vi − ω(c,i)∆δi

+
N∑

j=1,j ̸=i

(
kQ
(p,i)ω(c,i)Vi|Yij|sin(θij)

)
∆vj

The small signal model representation depicts the entire MG dynamic behavior that can

be used to devise a higher hierarchical controller. Large scale model of the same is clearly

non-linear and the representation hints that a dense communication network is required for

the development of a higher-level controller. This necessitates the design of a decentralized

controller to meet the system-level objectives with the limited communication requirement.
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2.2 Review of Control Frameworks

To enhance the reliability and performance of the DER integrated distribution network,

a hierarchical control structure is necessary. The such structure ensures the accurate power

sharing/tracking of the IBRs, MG voltage and frequency synchronization, and optimal and

economic management of the network. In this section, types of control frameworks are

critiqued and the highlights of the proposed framework of this dissertation are provided.

2.2.1 Centralized Frameworks

Centralized frameworks have the complete perspective of the system in terms of model

and measurements. Central controllers interact with the devices in the network to fetch

the measurement and status information and provide them back appropriate set points to

keep the voltage and frequency of the system within the required limits [9, 33]. Usually,

this framework utilizes client-server communication infrastructure for exchanging messages

[59] as shown in Fig. 2.4a. Optimal power flow [60–62], economic dispatch of the resources

[13, 63, 64], grid synchronization [65, 66], and demand response [60] are some of the typical

applications developed using a central controller. The framework serves the use case of con-

trolling the distribution network with fewer DERs without adding to the cost and complexity

of the prevailing network [9]. Distribution networks are expanding tremendously with the

integration of DERs. The integration of DERs is highly distributed in nature. This brings

limitations to a centralized architecture as they are less scalable, offer low reliability, and are

prone to single point of failure [7, 8].

2.2.2 Distributed Frameworks

Distributed frameworks have complete access to the system states based on which they

can conduct local control decisions. System-level voltage and frequency synchronization,

and power quality improvement strategy are some of the applications that utilize distributed

frameworks. Local controllers interact with the other controllers in the network to fetch the

state information and provide them back the local state information [67] as shown in Fig.

2.4b. Usually, this framework utilizes publish-subscribe communication infrastructure for

exchanging messages [68]. The framework serves the use case of controlling the DERs within

the MG leading to an autonomous operation [69]. The framework is typically developed as a

multi-agent synchronization system realized by various techniques discussed in the literature

such as feedback linearization [70], adaptive cooperative control [71], finite-time control

[68, 72], consensus-based control [73], distributed-averaging-control [74, 75], mixed voltage

angle and freq droop [76], and event-triggered strategy [77]. Though distributed frameworks

utilize sparse communication, the large-scale integration of DERs is often challenging [14].
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2.2.3 Decentralized Frameworks

Distributed nature of DERs facilitates the adoption of decentralized framework that can

enable autonomous operation. The control decisions are taken by the local controllers usually

considering the local measurements [78] without requiring communication as shown in Fig.

2.4c. The design of the local controllers is dependent on the distribution network parame-

ters including resistive, inductive, and or capacitive output impedance of the IBRs [28, 79].

Typical local controllers can incorporate multiple control loops with decreasing bandwidth

from inner to outer loops [80]. The local controllers can be developed in three different

reference frames: natural (abc), rotating (αβ) , synchronous (dq) using proportional-integral

(PI) or proportional resonant (PR) controllers [58]. The underlying closed loop system is

linearized around an operating point to conduct the stability analysis according to the linear

time-invariant (LTI) system theory [81].

(a) (b) (c)

Figure 2.4: Control architecture categories (a) centralized (b) distributed (c) decentralized
.

2.2.4 Network Control Frameworks

Network control synthesis is primarily achieved through the hierarchical multi-layer control

structure as shown in Fig. 2.5a. The primary controller (PC) layer has the goal of IBR power

tracking/sharing without using communication infrastructure. Droop laws are widely used

as a part of this layer, and this layer fits into a decentralized control framework. The

secondary controller (SC) layer ensures the voltage and frequency in the system are close to

the nominal values, including synchronization of MG with the utility grid. With the growing

penetration of DERs, these functions are often designed in distributed frameworks requiring

sparse communication. Lastly, the central controller manages the optimal power flow and

power generation between the MG and the utility grid through applications such as economic

dispatch of the DERs. The operation of the central controller for these applications can span

from a few seconds to a few minutes, hence requiring low bandwidth for communication.

A major challenge in the architecture of Fig. 2.5a is at the SC and PC layers. At PC

layer, the unification of power-sharing/tracking control of the IBRs and the maintaining

of the voltage and frequency of the MG system are attempted in this dissertation. This
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unification empowers IBR manufacturers to market their products as major cost savers

since SC layer control is accomplished at the PC layer. At the SC layer, this dissertation

attempts to offer a decentralized voltage and frequency regulation as shown in Fig. 2.5b. This

enables the IBR manufacturer or a third-party controller vendor to incorporate SC (relatively

slower timescale) as a part of PC or place SC alongside PC respectively. This facilitates a

great deal of design scalability in large-scale DER-integrated power networks. From the

central controller perspective, an optimal network reconfiguration scheme is proposed in this

dissertation and is verified in an event-driven communication-based dynamic model that

includes SC and PC as per the architecture shown in Fig. 2.5b.

(a) (b)

Figure 2.5: Three-layer (primary, secondary, tertiary) distribution network control framework. (a)
A centralized, distributed, decentralized hierarchical architecture. (b) A centralized, decentralized,
decentralized hierarchical architecture.

2.3 Review of Discrete-time Control Methods

Control systems play a key role in achieving the safe and economic operation of the

power grid. Hierarchical control utilizes various spatiotemporal control methods collectively

working towards a common objective. For practical purposes, PI and PR control methods

are preferred at the device level, and model predictive control (MPC) and reinforcement

learning (RL)-based control are preferred at the system or network level. At any level, a

particular set of grid parameters such as voltage and frequency are continuously monitored

and specific actions such as power injection or absorption are performed to maintain the grid

parameters at the required set points. In this section background of the control methods

that are used in this dissertation is provided.

2.3.1 PI Control

PI controllers are very common in industrial hierarchical control applications [13, 82]. To

achieve decentralized control, various PI control strategies are attempted in the literature

[64,83,84]. The proportional gain term attempts to penalize the present error term while the

integral term considers the history of the error. The integral term also aids in mitigating the

steady-state error which may not be possible with just proportional gain. As integral term

continuous to accumulate error, under certain conditions, this accumulation even exceeds
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the physical capabilities of the plant. Hence, appropriate anti-wind-up logic is adopted [85].

An anti-windup included PI controller using the backward Euler discretization method is

described by:

uk =

(
kp +

(
ki + kwduk

)
Tsz

z − 1

)
ek (2.20)

where uk is the controller output signal, kp is the proportional gain coefficient, ki is the

integral gain coefficient, kw is the anti-windup gain coefficient, Ts is the sampling period,

ek is the error signal which is the difference between the measured signal and the reference

signal, duk, the difference between the saturated control signal, usatk, and the calculated

unsaturated control signal uk.

2.3.2 PR Control

PR controllers are primarily designed for systems with sinusoidal reference signals, hence

preferred for AC voltage and current control. The PR controller contains a proportional and

resonant term with independent gain terms which can be tuned. PR controllers do not need

coordination transformation to dq frame. Moreover, the resonant term offers finite high gain

around the system AC frequency, hence achieving better reference/set-point tracking and

disturbance rejection capability in comparison to the PI control loops of the dq-frame. [86]

PI controllers are more suitable for the control of DC signals. Hence, predominantly used

in dq-frame-based IBR control. However, they may lead to steady-state errors resulting in

inaccurate tracking of IBR set-points. On the other side, PR controllers can mitigate this

steady-state error as they can be directly applied on abc-frame signals [58]. A PR controller

designed using the backward Euler discretization method is described by:

uk =

(
kp + ki

2ωo

z−1
Tsz

+ 2ωo +
Tsω2

gz

z−1

)
ek (2.21)

where uk is the controller output signal, kp is the proportional gain coefficient, ki is the

integral gain coefficient, Ts is the sampling period, ek is the error signal which is the difference

between the measured signal and the reference signal, ωo is the bandwidth surrounding the

grid frequency of ωg.

2.3.3 LTI MPC

MPC is usually designed based on the state-space mathematical model of the plant [87].

The state-space model facilitates the prediction of future state variables based on the current

information and model parameters. A state-space model of a plant is given by:
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xk+1 = Axk +Buk + vk

yk = Cxk + wk

(2.22)

where k is the discrete sample, u is the input vector, x is the state vector, y is the output

vector, A ∈ Rm×m is the system matrix, B ∈ Rm×n is the control input matrix, C ∈

Rr×m is the output measurement matrix, unknown vk and wk are system disturbances and

measurement noises respectively. In the MPC formulation, input vectors can not directly

influence the output vectors hence D matrix is zero. This is due to the requirement of a

prediction model that utilizes current system information to predict future state behavior.

By considering ∆xk = xk−xk−1, ∆uk = uk−uk−1, the generalized augmented incremental

state space model that is not influenced by system disturbances and measurement noise is

described by (2.23)

x̃k+1︷ ︸︸ ︷∆xk+1

yk+1

 =

Ã︷ ︸︸ ︷ A 0

CA 1


x̃k︷ ︸︸ ︷∆xk

yk

+

B̃︷ ︸︸ ︷ B

CB


ũk︷ ︸︸ ︷[

∆uk

]
[
yk

]
︸︷︷︸
yk

=

[
0 1

]
︸ ︷︷ ︸

C̃

∆xk

yk


︸ ︷︷ ︸

x̃k

(2.23)

where Ã B̃, C̃ are the parameters of the augmented model which are the building blocks for

the prediction model given by:

yk+1|M = pM + FM ũk|M , (2.24)

pM = OM Ãx̃c
k,

FM = [ OM B̃ HM ]

(2.25)

where M is the prediction horizon, and the extended observability matrix (OM) is computed

based on Ã, and C̃, and HM ∈ RrM×(M−1)m is the standard Toeplitz matrix of the form [88].

The MPC is designed subjecting to the performance index [89]:

min
ũ

Jk =
M∑
i=1

(ỹk+i)
TQi(ỹk+i) + (ũk+i)

TRi(ũk+i) (2.26)

where Q ∈ RMm×Mm is the positive semi-definite symmetric weight matrix for the future

predicted states with Qi ∀i = 1, 2, ...M being on the diagonal block, and R ∈ RMn×Mn is the

positive semi-definite symmetric weight matrix for the future predicted control action with
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Ri ∀i = 1, 2, ...M being on the diagonal block.

2.3.4 Q-learning-based Control

Q-learning is one of the model-free RL methods wherein the agent directly interacts with

the environment (network) with no prior knowledge of the network model [90]. Q-learning

is an off-policy temporal-difference (TD) learning, wherein value estimates are updated by

bootstrapping without waiting for the result of an episode. Bootstrapping provisions TD

learning to converge faster and the agent attempts to find the optimal policy (π∗) by maxi-

mizing the cumulative discounted reward [91] as given by (2.27)

π∗ =π Eπ

[ T∑
t=0

γkRt+1|Sk = s, Ak = a
]

(2.27)

where Sk ∈ S is the network state, Ak ∈ A is agent’s action at the iteration t, Rt+1 ∈ R = R

is the reward obtained at the t+ 1 iteration, γ ∈ [0, 1] is the discount factor used to control

the influence of future rewards. The Q-learning agent has the objective to find the optimal

policy by learning the optimal action-value function as given by (2.28)

(2.28)Q(Sk, Ak)← Q(Sk, Ak) + α
(
Rk+1 + γmax

a
Q(Sk+1, a)−Q(Sk, Ak)

)
where α is the learning rate. As per (2.28), the TD between predicted and the present Q-

values is calculated and for every state S, the true action value related to policy π is given

by Q(Sk, Ak) = Eπ(Rk + γRk+1....|Sk = s, Ak = a). Since in every state, the optimal value is

obtained by considering the highest action value, thereby optimal policy (π∗) is derived as

represented in (2.27).

2.3.5 Comparison of the Control Methods

The aforementioned control methods can be applied at different hierarchical layers in

network control. A comparison based on the features offered by the control methods is

provided in Table 2.1. PI and PR methods are feasible for the design of single input single

output (SISO) systems while MPC [92, 93] and RL [94–96] methods can be extended to

multiple input multiple outputs (MIMO) systems. The major advantage of the MPC method

is its capability to achieve constraint handling. Control methods such as PI and PR do not

offer such capability while RL methods can be extended to achieve constraint handling

[97, 97, 98]. The PI and PR controllers to operate, the model of the system is not required,

however, MPC needs a high-fidelity known model, or a system identification technique to

compute the model parameters [99]. On the other hand, RL algorithms can be both model-

based and model-free [91]. In this dissertation, PR/PI control methods are used to achieve

the primary control layer objectives, MPC with constraints is formulated at the secondary

control layer (both model-based and system identification-based) to solve the regulation
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problem, and the model-free q-learning algorithm is extended to achieve the underlying

reconfiguration goal at the network layer.

TABLE 2.1: Comparison between different control methods.

Features PI PR MPC RL

I/O system SISO SISO MIMO MIMO

Constraints No No Yes Yes

Model required No No Yes Yes & No

AC/DC system DC AC AC & DC AC & DC

Though the PR control method can be applied directly to AC systems to achieve device-

level control, it has significant limitations in extension to the system level. At the system

level, MIMO handling along with the constraints is a typical requirement. MPC methods are

predominantly used in the literature to handle reference tracking in MIMO systems under

constraints [89]. Furthermore, the nature of the reference can be any trajectory including

AC signal [100]. The RL algorithms are readily applicable to the formulation of the agent

and environment as a Markov decision process, leading to discrete sequential control actions

[101,102]. However, RL methods can be extended to provide continuous action control such

as load-frequency control [103], robot control [104], and linear quadratic tracking [105].

2.4 Scope of the Dissertation

From Section 1.1 the context of the dissertation is the transition towards 100% sustainable

energy resource-based power grid operation. Though this transition in broader terms is

highly optimistic, it rather offers numerous research questions that need to be addressed

immediately and near future. The increase in penetration of DERs, variable generation,

bi-directional power flow, and increased controllability and observability have led to the

development of various applications at multiple spatiotemporal scales. Research challenges

in this regard can be classified primarily into planning and operational categories for the

distribution network. In this dissertation subset of operational challenges are identified and

systematically classified at the device, system, and network levels.

Firstly, device-level challenges include immediate attention to unifying various applications

that can enable multiple operating modes in the power network. The device-level applications

are inherently decentralized and operate at a faster timescale with high controller bandwidth.

Device level controller design is performed by extending PI/PR control strategy discussed in

Section 2.3. Furthermore, the design of the application and stability analysis are critically

addressed utilizing the principles of the linear control system theory. Understanding the
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injection of PNS components for different types of devices, and designing dedicated control

strategies to achieve the respective control objective, are the major challenges at the device

level.

Secondly, system-level challenges include the formulation of decentralized control tech-

niques to achieve system-level control goals. As distribution networks offer observability

mainly at the nodes where DERs are coupled to the power grid line, and the controllability

is associated with the same nodes. Thus with large-scale integration of DERs, achieving

system-level control goals get cumbersome. This necessitates the scalable controller design

and is computationally simpler to deploy on the grid edge devices. With the recent develop-

ment of inter-operable system standards such as IEC 61850 and MESA for DER integration,

the system can encompass devices from multiple vendors. This leads to the exploration

of data-driven approaches to serve the use case of an interoperable system. The advent

of learning-based techniques, and state estimation methods have aided the development of

low-order high fidelity system models. Furthermore, controller behavior needs to be optimal

and in this dissertation, MPC control strategy is extended to achieve efficient operation at

the system level including the stability analysis.

Lastly, network-level reconfiguration is more of a futuristic research challenge that in-

cludes connected multiple MGs. With large-scale DER integration, a feeder network can

be upgraded to include multiple MGs operating as island and grid-connected modes. The

business case for utilities with the such upgrade is to increase resilience during extreme

events. The such case requires an event-driven communication-based real-time executable

approach preserving network stability and offering power quality to the end users. In the

dissertation, optimal network reconfiguration is approached as a routing problem and RL

techniques are utilized to offer topology-agnostic, scalable, optimal solutions. Furthermore,

devising a systematic layered architecture is necessary to deliver the developed applications

to the end users. The roles and responsibilities of utilities, aggregators, and prosumers to

achieve 100% sustainable generation are as well highlighted in this dissertation.

2.5 Summary

This chapter presents characteristics and challenges in the DER-integrated modern distri-

bution grid. The analysis and comparison of various aspects of the distribution grid applica-

tion, such as control architecture, control methods, and time scale of operation are provided.

Furthermore, two major power-sharing strategies have been carefully analyzed, and droop

based method has been applied to the case of unbalanced distribution grids. The need for

a decentralized control strategy is discussed in maintaining the nominal system voltage and

frequency during steady-state operating conditions. Lastly, in alignment with broader topics

and the outline discussed in Chapter 1, the scope of the dissertation is provided.



CHAPTER 3: A Sequence-based Unified Control Architecture for Multiple IBR Modes of

Operation

There is no unique picture of reality.

Stephen Hawking

Control of multiple inverter-based resources (IBR) in the distribution grid can be achieved

by adopting appropriate droop laws. However, in an unbalanced power distribution system

with single-phase and two-phase laterals, droop-based control methods fail thus requiring

dedicated IBR control methods that can supply the required positive and negative sequence

(PNS) components. In this chapter, a unified control architecture is proposed for stable

multiple IBR operations that can improve the accuracy of active and reactive power sharing

alongside maintaining the voltage and frequency of the system close to the nominal values.

The proposed control strategy ensures the supply of required negative sequence components

to maintain balanced system voltage and mitigate the active power ripples during unbalanced

faults. The unified control architecture is devised through a systematic definition of steady-

state operating modes and the interaction among hierarchical entities in the grid. The

results are verified using a real-time simulator-based multi-rate model-in-the-loop set-up.

Furthermore, appropriate communication network latency is considered for the verification

of the performance of the proposed PNS controller. The verification of test cases for various

grid events confirms the capability and effectiveness of the proposed control architecture,

and suitability for 100% IBR-based grid operation.

3.1 Introduction

The power distribution system has a lower X/R ratio in comparison to the bulk-power

grid and is generally unbalanced in nature with unequal phase-wise loading levels due to

the common use of single- and two-phase laterals [106]. For normal operating conditions

and during outages or islanded operations, in the presence of several IBRs, the distribution

system needs to operate in different scenarios, a) grid-following type of IBRs supply power as

per the provided set-points in presence of the main grid source, b) grid-forming type of IBRs

maintain desired balanced grid voltage and frequency and share the power demand among

the other grid-following IBRs in absence of the main grid source, and c) perform smooth

transitioning with acceptable transients when the main grid source connects and disconnects

[107]. Grid-forming IBRs using dedicated controllers can generate PNS components dur-
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ing unbalanced scenarios and are capable of supplying continuous negative sequence (NS)

currents to maintain balanced voltage in the system [108,109].

Typically, the grid-following IBR is designed to incorporate the negative sequence current

blocking control (NSCB) and supply only positive sequence (PS) currents [58]. During

unbalanced voltage conditions, the IBR supplying only PS currents result in the second

harmonic component in DC-link voltage and the injected active power. This may lead to the

disconnection of the IBR from the grid to safeguard IBR components [110]. By accurately

extracting the PNS voltages and currents, compensation for the ripples in the DC-link and

active power is possible [108, 111]. Moreover, IEEE P 2800 [37], and recent European grid

codes [112] have updated the requirement of negative-sequence current injection performance

from IBR-based DER. This requirement is also in alignment with the research roadmap for

IBRs [113]. Alongside, the current limiting feature of the IBRs plays a critical role in

providing fault ride-through capabilities [114] and can be a concern in providing enough

unbalanced current. In this regard, strategies proposed in previous works ([108, 115–117])

suffer from complexity and lack generality.

In [108], a methodology for ride-through along with PNS control is proposed which is

generic to different types of IBRs. However, this method has two main drawbacks. First,

multiple signal transformation (such as from dq to abc frame and vice-versa) is required for the

controller operation during current limiting which may not be computationally efficient and

may lead to high transient currents during grid fault conditions. Second, in that architecture,

the controller does not consider grid-following IBRs which share the load power with the grid-

forming IBR in the islanded system. The approach proposed in [115] requires computation

and systematic selection of the power ratios (P+/P and Q+/Q) to meet the current limiting

requirement. Approaches that require switching between the synchronous reference frame

and natural reference frame, and current clipping until the computation of RMS value (such

as in [116]) add complexities to the current limiting strategy. Ref. [117] have proposed a

synchronous reference frame sequence-based control, wherein current limiting is achieved by

dynamically calculating PNS dq-frame current signals. The dynamic calculation requires the

computation of phasors which in turn incur delays.

Advanced droop control is a well-established power-sharing method for stable multiple

IBR operations without the need for communication [28, 30, 118]. In this method, the local

controller is designed with droop laws considering the network characteristics and IBR output

impedances. Since the distribution system has a low X/R, the correlation of the form P ∼ V

and Q ∼ ω is valid for the IBRs with any type of output impedance [28]. However, these

droop laws lead to the deviation of system frequency and voltage from the nominal values

[75]. By adopting the angle droop law, the system frequency can be maintained close to the
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nominal value further improving the accuracy of power-sharing [119]. And, to minimize the

system voltage deviation from the nominal value, a robust droop controller can be designed

as presented in [29].

When the main grid source maintains the system voltage, the voltage penalty of the

robust droop law is insignificant as the system voltage deviation is negligible. Furthermore,

to improve the power tracking accuracy of the IBRs in presence of the main grid source, it

is possible to add an integral action to the droop law [120]. However, in the absence of the

main grid source, as the total load in the system does not match the injected power by the

IBR pure integrators fail to perform [121]. Though proportional gain-based robust droop

control penalizes the voltage deviation arising from the load changes, the system steady-state

voltage errors are still not negligible. Thus there is a necessity to improve the robust droop

law to maintain system voltage close to the nominal values.

While connecting the main grid to the islanded system, the internal reference voltage of the

IBRs needs to be corrected such that the voltage magnitude and angle difference between the

main grid and islanded system is within the tolerance band before closing the breaker [65].

ANSI code A25A provides requirements for dispatching and synchronizing multiple DERs

for seamless transitioning between the modes of operation [122]. Droop-based seamless tran-

sitioning approaches require a centralized algorithm to modify droop parameters in real-time

[123] and inertia emulation of the system [124]. Hierarchical control approaches [125, 126]

are expensive when there is a scope to unify the controller layers of different timescales [127].

Phase-locked loop (PLL) based grid synchronization and seamless transitioning techniques

have demonstrated an improved performance under different dynamic conditions of the sys-

tem [65,107]. However, such PLL-based approaches did not verify the control strategy that

involves droop laws in an unbalanced system.

3.2 Research Contributions

In this chapter, a unified control architecture is proposed for the stable multiple IBR

operation in an unbalanced distribution system alongside maintaining system voltage and

frequency close to the nominal values. The authors have worked to address the key research

challenges mentioned in the research road-map of the IBR-based power grid operation [113]

and in alignment to which the key contributions of the proposed architecture are:

• Improved positive sequence IBR power control method for maintaining system param-

eters such as voltage magnitude and frequency close to the nominal values

• Negative sequence IBR power control mechanism for mitigating the power ripples oc-

curring during unbalanced faults, thereby assuring the ride-through capability of the

IBR.
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• A straightforward generalized PNS-scaling-based current limiter (CL) to achieve the

required ride-through capability in different modes of operation.

• Real-time model-based verification for various grid events such as linear and nonlinear

load changes, ride-through during unbalanced faults, seamless transitioning between

the proposed modes of operation, and dynamic role change of IBRs.

• Verification of the architecture with underlying communication network latency.

3.3 Control Architecture for IBRs in an Unbalanced System

In this section control architecture for a given IBR operation in an unbalanced system is

described. A PNS-based architecture is designed using the linear system theory principles.

3.3.1 System Description in terms of PNS Components

Fig. 3.1 depicts the system overview and the cascaded controller configuration of the three-

phase IBR with a constant DC link voltage. IBR system including LCL filter is connected

to the grid through a smart switch (SS) for the grid-tied or islanded mode of operation.

Smart switches are controllable circuit breakers with communication capabilities that aid in

network reconfiguration [6]. Dominant switching harmonics of the power electronic switches

of the IBR are attenuated by designing an appropriate LCL filter and a passive damping

method is used in series with a filter capacitor [128] to mitigate the resonant peak issues.

The control system consists of a current control loop followed by a voltage control loop that

gets reference signals from the PNS power control loop. The power reference signals for the

power control loop are usually provided by the DER management system (DERMS) based

on the system-level requirements. The PNS components of three-phase abc frame voltage

and current signals are extracted using the delayed signal cancellation (DSC) method [129]

using (3.1).

Figure 3.1: IBR PNS controller overview along with the CL in an unbalanced system.
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An unbalanced signal Vp with the phase of δ can be decomposed into positive V +
p and

negative V −
p sequence balanced space vector as described in Fig. 3.2. The PS space vector

rotates in a counter-clockwise direction, with an angular velocity of ω and the NS space

vector rotates in a clockwise-rotation direction with the same angular velocity. Considering

the ideal discretization process and accurate knowledge of the grid frequency, the method

can be used for online detection of PNS components [129].

Figure 3.2: Decomposition of an unbalanced PCC voltage in terms of positive (V +
p ) and negative

(V −
p ) sequence space vector, in stationary (αβ) and rotating (dq) reference frames.

The DSC method applied in the abc frame is described by (3.1) for the extraction of PNS

components of the PCC voltage (Vp) and current (Ip). Here Tg is the period of measured

PCC signals.

(3.1)
V ±
p (t) =

1

2

(
Vp(t)± jVp(t−

Tg

4
)

)
I±p (t) =

1

2

(
Ip(t)± jIp(t−

Tg

4
)

)
According to (3.1), while decomposing the voltage/current signal, DSC block will introduce

a time delay of a quarter of the grid frequency period [66]. Pade approximation is used to

obtain the rational transfer function of delays in terms of poles and zeros [130] as shown in

(3.2). This DSC transfer function is further used in the design of PNS controllers and the

PLL.

GDSC(s) =
X±(s)

X(s)
= e

−sTg
4 ≈

(
1− 0.5Tg

4
s

1 + 0.5Tg

4
s

)
(3.2)
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3.3.2 Design Approach for the PNS Controller

The block diagram representation of the described system for the design and analysis of

control loops is depicted in Fig. 3.3. The diagram is a multi-variable linear continuous-time

system representation in terms of input U(s) to output Y (s) transfer matrices of the form:

Y (s) = G(s)U(s). For the controller design, the representation of transfer matrix G(s) for a

given set of dq-frame inputs ([u±
(i,d), u

±
(i,q)]

T ) and outputs ([y±(o,d), y
±
(o,q)]

T ) is given by (3.3). The

cross-coupling elements (off-diagonal terms in G(s)) are relatively small and therefore are

neglected in the controller design. Furthermore, their effect can be eliminated by including

the feed-forward compensation in the controller design [131].

y±(o,d)
y±(o,q)

 =

G±
(io,dd)(s) 0

0 G±
(io,qq)(s)


u±

(i,d)

u±
(i,q)

 (3.3)

Figure 3.3: Block diagram of the cascaded current control followed by a voltage control loop, LCL
plant, and the grid.

3.3.3 Description of LCL Plant Representation

Digitally controlled IBRs have a time delay of one sampling period (Ts) due to the com-

putational time of micro-controllers and half-sampling period (Ts

2
) delay of the pulse width

modulator, represented as Gi(s). The transfer function in terms of poles and zeros for Gi(s)

is given by [130],

Gi(s) = e−1.5Tss ≈ 1− 0.5Tss

(1 + 0.5Tss)2
(3.4)

The transfer function from input to output variables can be identified by solving (3.5) and

by considering 6x6 identity matrix for C. The solution for the same is described by (3.6).

Y (s) = G(s)U(s) = [C(sI − A)−1B]U(s) (3.5)
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[
i±(p,d) i±(p,q) i±(i,d) i±(i,q) v±(c,d) v±(c,q)

]T
=



Y ±
(pp,dd)(s) Y ±

(pp,qd)(s) Y ±
(ip,dd)(s) Y ±

(ip,qd)(s)

Y ±
(pp,dq)(s) Y ±

(pp,qq)(s) Y ±
(ip,dq)(s) Y ±

(ip,qq)(s)

Y ±
(pi,dd)(s) Y ±

(pi,qd)(s) Y ±
(ii,dd)(s) Y ±

(ii,qd)(s)

Y ±
(pi,dq)(s) Y ±

(pi,qq)(s) Y ±
(ii,dq)(s) Y ±

(ii,qq)(s)

G±
(pc,dd)(s) G±

(pc,qd)(s) G±
(ic,dd)(s) G±

(ic,qd)(s)

G±
(pc,dq)(s) G±

(pc,qq)(s) G±
(ic,dq)(s) G±

(ic,qq)(s)


[
v±(p,d) v±(p,q) v±(i,d) v±(i,q)

]T
(3.6)

By ignoring the cross-coupling transfer functions as per (3.3), transfer matrices of the

open-loop system are represented by (3.7). These transfer matrices capture the dynamics of

the open-loop system for both positive and negative sequence components.

(3.7)


Ip(s)

Ii(s)

Vc(s)

 =


Y1(s) Y2(s)

Y3(s) Y4(s)

G1(s) G2(s)


Vp(s)

Vi(s)



3.3.4 PS Voltage-based PLL

PLL is used to track the grid voltage angle for the grid-following type of operation and

generate an internal voltage angle with a fixed frequency of 60 Hz for the grid-forming type of

IBRs. However, in an unbalanced system, the challenge in PLL design is to tackle the double

grid frequency ripple caused by a three-phase unbalance voltage transformation to dq-frame.

Moreover, the voltage signal could be distorted by the voltage sag/swell and harmonics;

thus, the detection of the positive-sequence voltage component is critical for improving the

tracking of the voltage phase as depicted in Fig. 3.4.

Figure 3.4: Linearized small signal model of PS voltage-based PLL that facilitates the seamless
transition between grid-connected and islanded operating modes.

Since the DSC block can decompose the measured and reference signals into PNS compo-

nents in real-time, a PS voltage component (V +
o ) can be further utilized to track the voltage

angle accurately. Based on the xinv (see Section 3.4), the relevant input voltage signal (V +
o )

is used to track the voltage phase as given by (3.8). Second-order linearized small-signal

expression for PLL (PI loop filter and integrator) in terms of the feedback of V +
(o,d) is given
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by [80] (3.9). The dq-frame signals are generated by using the PS voltage angle tracked by

the PLL.
(3.8)V +

o = !xinvV +
p + xinvV +

r

(3.9)∆δ̇ = kpll
p (v+(o,q) − V +

(o,d)∆δ) + kpll
i

∫
(v+(o,q) − V +

(o,d)∆δ) dt

From (3.2) and (3.9), the representation of the PS voltage-based PLL in transfer function

form is described as:

∆δ(s)

∆v(o,q)(s)
= GDSC(s)

(
kpll
p s+ kpll

i

s2 + V +
(o,d)k

pll
p s+ V +

(o,d)k
pll
i

)
(3.10)

From (3.2) and (3.9), the Bode plot with V +
(o,d) = 1 and different damping coefficients (ζ) is

depicted in Fig. 3.5. The plots showcase that the PLL design is stable with positive phase

and gain margins, and has good PLL bandwidth to perform better when the voltage signal

has harmonics and dc offsets. The loop filter gain coefficients (kpll
p = 70, kpll

i = 2500) have

a damping coefficient of 0.7, and the voltage angle tracking settling time of less than 100

ms. These parameters offer a gain margin of 17.2 dB, phase margin of 110 degrees, and

bandwidth of 15 Hz.

Figure 3.5: Bode plot of the linearized PS voltage-based PLL for different ζ values.

3.3.5 Design of PNS Current Control Loop

When the IBR is connected to the grid through a closed SS, the current injected at PCC

(Ip) can be expressed as a function of LCL plant input voltage (Vi) and the PCC voltage

(Vp):
(3.11)Ip(s) = Y1(s)Vi(s)− Y2(s)Vp(s)

In this scenario, PCC voltage (Vp) maintained by the grid source acts as a disturbance in the

system represented as an impedance concerning the current control loop. Thus the open-loop

transfer function, including digitally controlled IBR emulation, is identified as:

G(c,ol)(s) =
Ip(s)

Vi(s)
= Gi(s)Y1(s) (3.12)
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The closed loop CC is designed considering the transfer matrix representation as:

(3.13)G(c,cl)(s) =
Gi(s)Y1(s)Gc(s)

1 +Gi(s)Y1(s)Gc(s)

where Gc(s) is the transfer matrix that accommodates PNS current PI controllers in dq-

frame:

(3.14)Gc(s) =

kcc±
(p,d)

s+kcc±
(i,d)

s
0

0
kcc±
(p,q)

s+kcc±
(i,q)

s


Fig. 3.6 depicts the Bode plots for G(c,ol)(s) and G(c,cl)(s) at kcc

(p,d) = 0.08, kcc
(i,d) = 55.

CC gain parameters are tuned to provide better response time within the stability margins.

It can be seen that the closed-loop system is stable with positive gain and phase margin.

Moreover, after adding the PI controller increase in gain margin from 6.29 dB to 27.9 dB and

an increase in phase margin from 65.6 degrees to 117 degrees, greatly improves the stability

margin of the system.

Figure 3.6: Bode plot of the open loop system and corresponding current control applied closed
loop.

3.3.6 Design of PNS Voltage Control Loop

During the islanded mode of operation, the SS is opened, and the IBR regulates the voltage

at the PCC. Therefore, the open-loop transfer function as a ratio of voltage at PCC (Vp)

and LCL filter input voltage (Vi) can be expressed as:

G(v,olsys)(s) =
Vp(s)

Vi(s)
=

G2(s)

G1(s)
(3.15)

where G1(s) =
Vc(s)
Vp(s)

, G2(s) =
Vc(s)
Vi(s)

are obtained from (3.7) Since the CC is already designed

to meet its objective, the open loop model for voltage control is updated as:

G(v,ol)(s) =
Vp(s)

Ir(s)
=

G2(s)Gi(s)Gc(s)

G1(s)
(3.16)
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The closed loop VC is designed considering the transfer matrix representation as:

(3.17)G(v,cl)(s) =
G2(s)Gi(s)Gc(s)Gv(s)

G1(s) +G2(s)Gi(s)Gc(s)Gv(s)

where Gv(s) is the transfer matrix that accommodates PNS voltage PI controllers in dq-

frame:

(3.18)Gv(s) =

kvc±
(p,d)

s+kvc±
(i,d)

s
0

0
kvc±
(p,q)

s+kvc±
(i,q)

s


Fig. 3.7 depicts the Bode plots for G(v,ol)(s) and G(v,cl)(s) at kvc

(p,d) = 85, kvc
(i,d) = 1546. VC

gain parameters are tuned to meet the stability margins. It can be seen that the closed-loop

system is stable with positive gain and phase margins. The gain margin of the closed loop

system reduces to 18.7 dB, from 36.4 dB of the open loop system at 67.3 krad/s. Moreover,

the closed loop system with voltage control retains the 132-degree phase margin of the open

loop system. The designed current and voltage control loop gain parameters are used across

both PNS controllers in d as well as q axis due to the symmetrical nature of sequence

components and dq-frame.

Figure 3.7: Bode plot of the open-loop system and corresponding cascaded voltage-current control
applied closed loop

3.3.7 Strategy for PNS Current Limiting in dq-frame

During the fault scenarios, the IBR output current should be limited to protect the un-

derlying power electronic components and provide ride-through capabilities. Typically, grid-

following IBRs are configured to supply 1.1 p.u. to 1.2 p.u. of current during the fault, while

grid-forming IBRs can supply up to 2 p.u. of current [109]. The proposed current limiter

for both types of IBRs is described in Fig. 3.8. In unbalanced fault scenarios, the current

limiting method should ensure abc frame current reference signal amplitude (Ir) is limited

to a predetermined value Ilim. In the proposed limiter, first, (Ir) is calculated based on the

output of the PNS VC as shown in (3.19).

(3.19)I±r =
√

(i±ul
(r,d))

2 + (i±ul
(r,q))

2, Ir = I+r + I−r
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Figure 3.8: Proposed Sequence Component based Current Limiter in dq-frame

To limit Ir to Ilim during fault scenarios (when Ir or Ip is greater than Ilim), let there be a

common scaling factor ks, which leads to regulating the reference current amplitude to Ilim,

then ks is identified by (3.20) and (3.21):

(3.20)I±lim =
√

(ksi
±ul
(r,d))

2 + (ksi
±ul
(r,q))

2 =⇒ Ilim = ksIr

ks =


Ilim
Ir

if (Ir|Ip) ≥ Ilim

1 otherwise
(3.21)

The proposed method is generic and is applicable in balanced scenarios (I−r = 0) and all type

of faults as the scaling factor proportionally reduces the PNS dq components. The scaling-

based approach is more efficient than the latching-based approach as during transients, the

individual PNS dq signals may latch at wrong values. This incorrect latching may lead to

unexpected wind-ups, thereby leading to violation of the current limiting after the clearance

of the fault signal [53]. Moreover, due to current limitations, the integrators of PNS VCs

would face a wind-up challenge. To overcome this, a tracking integration method (with a

gain value of 1) is applied to prevent the wind-up evolved from [85].

3.4 Unified Architecture for Multiple IBR Operation with Seamless Transition

A unified control methodology is proposed in this section to achieve the seamless operation

of parallel IBRs in an unbalanced system. The methodology involves the unification of power-

sharing, and power-tracking approaches for PS controllers and the choice of NS voltage

controller (NSVC) depending on the state of the IBR (xinv
i ) as described in Fig. 3.9. A

communication delay of Td1 is modeled to demonstrate the interaction between time-critical

messages (such as IEC 61850 compliant trip signals) between the relay and the IBRs [132].

A delay of Td2 that is applicable for the IP-based networks is modeled for the communication
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between DERMS and IBRs.

Definition 1: For a group of IBRs (i = 1, 2, ...n) in a section of the network, let invti = 0

and invti = 1 represent the grid-following and grid-forming type of an IBR respectively.

Furthermore, let xSS = 0 represent the presence of the main grid source with SS being

closed, and xSS = 1 represents the disconnection of the main grid source with SS being open.

At any given point of time, there exists a unique state xinv
i = (xSS & invti) that dictates IBR

to operate with the grid-following role (xinv
i = 0) or grid-forming role (xinv

i = 1).

Based on Definition 1, the steady-state operating modes of the proposed unified controller

are described below:

1. Type 0 PS mode, Type 0 NSVC (xSS = 0, xinv
i = 0): network voltage is balanced by

the main grid source, all the IBRs are in grid-following role, delivering power as per the

given set-points, and supply NS currents only when there is an unbalanced scenario.

2. Type 1 PS mode, Type 0 NSVC (xSS = 1, xinv
i = 0): as the main grid source is

unavailable, network voltage is balanced by the grid-forming IBR, rest of the grid-

following IBRs share the load power and supply NS currents only when there is an

unbalanced scenario.

3. Type 1 PS mode, Type 1 NSVC (xSS = 1, xinv
i = 1): as the main grid source is

unavailable, network voltage is balanced by the grid-forming IBR through the con-

tinuous supply of NS currents, and perform load power sharing with the rest of the

grid-following IBRs

In this section, details of the operating modes and the underlying control methods are

described. The configuration details for different operating modes of the IBR are provided

in Table 3.1.

TABLE 3.1: Variable and parameter configuration for multiple IBR operations based on the pro-
posed unified control

Mode/Control xSS v+(r,i) P ∗
i Q∗

i xinv
i v−(r,i) δ(PLL)

Type 0 PS mode /
Type 0 NSVC

0 droop
Type 0

P i
r Qi

r 0 v−(p,i) δip

Type 1 PS mode /
Type 0 NSVC

1 droop
Type 1

1 0 0 v−(p,i) δip

Type 1 PS mode /
Type 1 NSVC

1 droop
Type 1

1 0 1 0 δir

3.4.1 PS Power Control Methodology

From the universal and robust droop laws [28] [29], and by the adoption of angle droop

[119], droop correlations that are valid for a low X/R distribution system are given by (3.22)

and (3.23).
(3.22)v+(r,i) = V ∗

i − kP
p ∆P+

i + kV
p ∆Vi
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(3.23)δ+(r,i) = δ∗i + kQ
p ∆Q+

i

where ∆P+
i = (P+

(p,i) − P ∗
i ), ∆Q+

i = (Q+
(p,i) −Q∗

i ), and ∆Vi = (V ∗
i − V(p,i)).

Figure 3.9: Proposed unified PNS control that can seamlessly operate irrespective of the type of
IBRs. When xinvi = 0, PLL tracks the voltage angle at the PCC of respective IBR and when
xinvi = 1, PLL tracks the IBR internal voltage angle.

Type 0 PS mode (xSS = 0): In this mode, PCC voltage angle is tracked by the IBRs

as xinv
i = 0. In the proposed approach, utilizing the robust droop control laws of (3.22)

and (3.23), active and reactive power reference tracking (P ∗
i = P i

r , Q
∗
i = Qi

r) is achieved by

introducing the integral error loop as shown in (3.24) and (3.25). Since ∆Vi is close to zero

in healthy grid operating conditions, the voltage drop penalty factor kV
p does not influence

the power tracking capability. The introduced integral error term guarantees power tracking

with no steady-state error which may not possible with (6.7) and (6.8).

(3.24)v+(r,i) = V ∗
i + kV

p ∆Vi − kP
p ∆P+

i − kP
i

∫
∆P+

i dt

(3.25)δ+(r,i) = δ∗i + kQ
p ∆Q+

i + kQ
i

∫
∆Q+

i dt

In this mode, the main grid source maintains the voltage and frequency close to the nominal

values, and DERMS issues P i
r , and Qi

r power reference set-points to the respective DERs as

described in Table 3.1.

Type 1 PS mode (xSS = 1): In this mode, for the transformation of the signals from

abc-frame to dq-frame, the PCC voltage angle is considered when xinv
i = 0, and the internal

voltage angle is considered when xinv
i = 1. The integral terms of (3.24) and (3.25) that

facilitate accurate power tracking in Type 0 PS mode can not be applied in Type 1 PS mode

as the power delivered by the IBR is never equal to the total load in the system. Let P̂+
(p,i) be

the estimated power to be delivered by the ith IBR, then error in power sharing is represented

by ∆P̂+
i = P̂+

(p,i)−P+
(p,i). An integral component is added to the (3.22) as described by (3.26)

to minimize this steady state power-sharing error ∆P̂+
i . This minimization of power-sharing

error proportionally minimizes the voltage deviation error occurring from (3.22).

(3.26)v+(r,i) = V ∗
i + kV

p ∆Vi − kP
p ∆P+

i − kP
i

∫
∆P̂+

i dt

In the steady-state operation, P̂+
(p,i) and Q̂+

(p,i) are obtained as the ratio of the respective

estimated active and reactive power demand and the aggregated available power supply.
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However, integral of the term ∆Q̂+
i in reactive power droop law (Q ∼ δ) is not controllable

and hence (3.23) is used in Type 1 PS mode by setting kQ
i to zero in (3.25). Moreover, the

adoption of angle droop ensures the system frequency close to the nominal value. The power-

sharing set-point signal (P̂+
(p,i)) is communicated to the respective DERs from the DERMS.

P ∗
i , and Q∗

i set-points are set to 1 and 0 respectively in Type 1 PS mode as mentioned in

Table 3.1.

3.4.2 NS Power Control Methodology

Type 1 NSVC (xinv
i = 1): when the SS is closed (xSS = 0), the grid source maintains

the balanced voltage in the system by supplying the required NS currents. When the SS

is open (xSS = 1), grid-forming IBR is expected to perform a similar job to the main grid

source. As depicted in Fig. 3.9 NS voltage reference V −
(r,i) extraction from V(r,i) is ideally zero

as V(r,i) calculated from PS droop laws is a balanced signal. Furthermore, the operating state

of a given IBR (xinv
i = 1) dictates the NS reference voltages (v−i

(r,d), v
−i
(r,q)) to be set to zero as

V −
(r,i) = 0. This approach results in the providing required NS reference currents (i−i

(r1,d), i
−i
(r1,q))

to maintain the balanced voltage in the system during the steady state operation.

Type 0 NSVC (xinv
i = 0): IBRs that are operating as grid-following type witness

balanced voltage at their respective PCCs maintained by either grid source or grid-forming

IBRs (with Type 1 NSVC when xinv
i = 1). However, PCC voltage could still be unbalanced

during unbalanced faults. In such unbalanced scenarios, for all the grid-following IBRs in the

system (xinv
i = 0), an appropriate NS current reference needs to be calculated to mitigate

the second harmonic power ripples in the system [133].

IBR operating state xinv
i = 0 dictates NS reference voltages (v−i

(r,d), v
−i
(r,q)) to be set to

NS PCC voltage values (v−i
(p,d), v

−i
(p,q)) so that Type 1 NSVC becomes void. When the PCC

voltages are unbalanced, IBR active and reactive power at PCC in terms of time domain

signal (p(p,i)(t), q(p,i)(t)) are given by (3.27) and (3.28) respectively.

(3.27)p(p,i)(t) = p(p,i) + p1(p,i)cos(2ωt) + p2(p,i)sin(2ωt)

(3.28)q(p,i)(t) = q(p,i) + q1(p,i)cos(2ωt) + q2(p,i)sin(2ωt)

where

(3.29)
p(p,i) = p+(p,i) + p−(p,i) =

3

2
(v+i

(p,d)i
+i
(r,d) + v+i

(p,q)i
+i
(r,q) + v−i

(p,d)i
−i
(r,d) + v−i

(p,q)i
−i
(r,q))

q(p,i) = q+(p,i) + q−(p,i) =
3

2
(v+i

(p,q)i
+i
(r,d) − v+i

(p,d)i
+i
(r,q) + v−i

(p,q)i
−i
(r,d) − v−i

(p,d)i
−i
(r,q))

(3.30)
p1(p,i) =

3

2
(v−i

(p,d)i
+i
(r,d) + v−i

(p,q)i
+i
(r,q) + v+i

(p,d)i
−i
(r,d) + v+i

(p,q)i
−i
(r,q))

p2(p,i) =
3

2
(v−i

(p,q)i
+i
(r,d) − v−i

(p,d)i
+i
(r,q) − v+i

(p,q)i
−i
(r,d) + v+i

(p,d)i
−i
(r,q))

In presence of the main grid source (Type 0 PS mode), the IBR is expected to deliver

reference values of active power (P ∗
i ) and reactive power (Q∗

i ) that would reflect in measured



38

DC components: p+(p,i) and q+(p,i) at PCC. In absence of main grid source (Type 1 PS mode),

power-sharing droop laws dictate the p+(p,i) and q+(p,i) at PCC. Given an unbalanced scenario,

in both cases, p1(p,i) and p2(p,i) are oscillatory in nature (twice the grid frequency) and there is

a need of dedicated controller to reduce these oscillations.

The objective of Type 0 NSVC is to mitigate the power ripples (set p1(p,i) and p2(p,i) to 0)

by computing appropriate NS reference currents (i−i
(r0,d), i

−i
(r0,q)). Cascaded power and voltage

loop PS controllers provide the PS CC reference values (i+ul
(r,d), i

+ul
(r,q)). dq-frame PNS compo-

nents of measured PCC voltage are available after signal decomposition using DSC method

and abc-dq transformation. The aforementioned known signals are utilized to compute the

NS current reference values (i−i
(r0,d), i

−i
(r0,q)) by solving (3.30) in terms of unknown variables as

given by (3.31). Calculated NS current reference values are added to Type 1 NSVC output

(before the current limiter) as shown in Fig. 3.9, so that in closed-loop, grid-following IBRs

deliver NS currents only during unbalanced scenarios.

i−ul
(r0,d)

i−ul
(r0,q)

 =

 v+i
(p,d) v+i

(p,q)

−v+i
(p,q) v+i

(p,d)


−1 −v−i

(p,d)i
+ul
(r,d) − v−i

(p,q)i
+ul
(r,q)

−v−i
(p,q)i

+ul
(r,d) + v−i

(p,d)i
+ul
(r,q)

 (3.31)

3.4.3 Mode Transitioning and Synchronization Mechanism

The proposed architecture ensures a smooth transition of IBR operation to Type 1 PS

mode during intentional or unintentional islanding scenarios. When the grid is healthy, and

there is an intention to re-connect the grid source, both ∆vs and ∆δs need to be within the

acceptable range [114]. As depicted in Fig. 3.10, Relay communicates these differences to

all the IBRs in the system. The consecutive steps to achieve synchronization and transition

to Type 0 PS mode are mentioned below:

1. Relay issues ensy signal which enables grid sync logic in the respective IBR control.

2. vci is added to the IBR reference voltage in abc-frame for the voltage magnitude cor-

rection. This addition reflects in PS d-axis voltage reference signal (v+i
(r,d)).

3. A PI controller is used to generate voltage angle correction δci in all of the IBR control.

4. When both side voltage parameters of SS are within the acceptable range (verified by

Sync-check program), the relay operates to close SS and communicates the SS close

status xSS = 0.

5. After reading SS close status, IBRs transition to the Type 0 PS mode/Type 0 NSVC.
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Figure 3.10: PS PLL-based synchronized grid connection for IBRs.

(a) (b) (c)

Figure 3.11: Eigenvalue analysis performed using the system matrix of the proposed closed-loop
controller. The mode sensitivity for the droop law design parameters and the movement of eigen-
values for a given perturbation (voltage sag) is analyzed. (a) The trajectory of the eigenvalues as a
function of the droop parameters in Type 0 PS mode, (b) Trajectory of the eigenvalues as a function
of the droop parameters in Type 1 PS mode, (c) Medium and low-frequency eigenvalue trace for
the PCC voltage sag due to faults.

3.4.4 Stability Analysis

The PS power calculation block (see Fig. 3.1) averages the computed instantaneous power

using a low pass filter (LPF). Time domain representation of averaged active and reactive

power after an LPF with a cut-off frequency of ωc on their respective instantaneous values

is given by:
(3.32)Ṗ+

p,i = ωc(p
+
p,i − P+

p,i)

(3.33)Q̇+
p,i = ωc(q

+
p,i −Q+

p,i)

Based on the dq transformation of abc frame reference voltage signal as shown in (3.24) and

(3.25), small signal voltage reference signal for VC can be represented as:

(3.34)∆v+(r,d) = kV
p ∆v+(p,d) − kP

p ∆P+ − kP
i

∫
∆P+ dt

∆v+(r,q) = 0 =⇒ ∆δ+ = kQ
p ∆Q+ + kQ

i

∫
∆Q+ dt (3.35)

The small-signal stability analysis is performed with a linearized dynamic model of closed-

loop IBR control loops in dq-frame. Eigenvalue analysis is performed separately for design

parameters of Type 0 and Type 1 PS mode and the voltage sag scenario arising from the

faults. To perform such studies the respective steady-state values from the simulation are

used in the stability analysis. System and per unitized controller parameters provided in

Table 3.2 are utilized for the initialization of the linear model.
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In a cascaded control system, outer loops are designed with a bandwidth that is at least

four times slower than that of inner loops to achieve good tracking resolution and to avoid

disturbances from the inner loop propagating to the outer loops. Droop laws along with the

LPF are designed with low bandwidths (1-10 Hz) so that power control is slower than the

voltage control, thereby ensuring the power quality. While designing the droop proportional

parameters, (kP
p , k

Q
p ), it is necessary to address the trade-off between the load power sharing

accuracy and the overall closed-loop stability conditions. Integral droop parameters (kP
i , k

Q
i )

are designed to mitigate the steady-state errors with reasonable transients. The proportional

parameters are varied from (0.1 ≤ k
P/Q
p ≤ 1.1) with an increment of 0.01 (100 values).

Similarly, integral droop parameters are varied from (2 ≤ k
P/Q
i ≤ 3) with an increment of

0.01, and the trajectory of eigenvalues is observed.

Fig. 3.11a and Fig. 3.11b depict the trajectory of the dominant low-frequency eigenval-

ues (λ) as a function of the droop parameters in Type 0 and Type 1 PS operating mode

respectively. Since in the distribution grid, the line resistance can not be ignored, coupling

of active and reactive power exists. This is justified by the observation in both modes of op-

eration, as eigenvalues (shown as trajectory) are sensitive to both active and reactive power

state variables. Moreover, a gradual increase in the droop parameter values leads to the

movement of the sensitive eigenvalues towards the instability region causing oscillations in

the system. Thus the choice of droop parameter values is performed based on the trade-off

between improved transient response and system stability. For Type 1 operating mode as

per the design rule, kQ
i is set to zero and ∆P+ is substituted by ∆P̂+ before performing the

stability analysis.

Fig. 3.11c shows the trace of the medium and low-frequency modes for the PCC voltage

sag occurring due to the faults in the system. The initial system is stable as the eigenvalues

(λ) are on the left half of the plane. When the voltage sag as a perturbation is included

in the system dynamics, eigenvalues move in the direction of the right-half plane. However,

eigenvalues are observed to be still in the stable region even when the voltage drop is con-

sidered. This analysis proves that the proposed controller and the design parameters are

capable to operate the IBR in the stable region during faults in the system.

3.5 Real-time Multi-rate MIL Set-Up and Results

For the validation of the proposed architecture, 500 KVA and 200 KVA detailed IBR

models are integrated into the section of the IEEE 123 node system at node 1 and node

13 respectively, as depicted in Fig. 3.12. Detailed IBR models are required to analyze the

performance of ride-through capability during transients. SS2 is always open, and part of

the network that is upstream to node 13 is disconnected. Based on the status of SS1, IBRs

operate in the respective modes. Initially, IBR 1 is configured as a grid-forming type with
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a current limit of 1.4 p.u., and IBR 2 is configured as a grid-following type with a 1.1 p.u.

current limit. The detailed switching model of IBRs is connected at node 1 and node 13

over a ∆-Y g transformer with 480 V on the low voltage side and 4.16 kV on the grid side.

System and per unitized controller parameters are provided in Table 3.2.

Figure 3.12: A section of IEEE 123 node system along with the detailed IBR models (TSB-RD
2-level) and control methods is used for system-level validation using real-time Opal-RT simulator.

The described system executes in the real-time (RT) simulator as per the Model-in-the-

loop (MIL) test set up in the OPAL-RT eMEGASIM platform. RT simulator model is

divided into two layers: the grid and converter layer executes with the sample time of 50

µs and the controller layer is executed at 100 µs. Such a multi-rate model is essential for

the effective utilization of computational resources and the deployability of applications in a

chosen target hardware [134].

TABLE 3.2: Summary of system and controller parameters

System
Parameters

Values Controller
Parameters

Values
(p.u.)

(L1
i , R

1
i ) (176 µH, 26.4 mΩ) (kcc

(p,dq), k
cc
(i,dq)) (0.08, 55)

(L1
o, R

1
o) (5.28 µH, 1 mΩ) (kvc

(p,dq), k
vc
(i,dq)) (85, 1546)

(C1
f , R

1
d) (287.8 µF , 44.5 mΩ) (kpll

p , kpll
i ) (70, 2500)

(L2
i , R

2
i ) (441 µH, 32.7 mΩ) (KP

p , K
P
i ) (0.3, 2.23)

(L2
o, R

2
o) (13.2 µH, 1.5 mΩ) (KQ

p , K
Q
i ) (0.5, 2.23)

(C2
f , R

2
d) (115.1 µF , 112 mΩ) KV

p 0.85
VDC 900 V (ksy

p , ksy
i ) (0.04, 17.6)

ωs 377 rad/s Fsw 10 kHz
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(a)

(b)

(c)

Figure 3.13: IBR 1 response to an unbalanced fault (AG) for the duration of 150 ms with fault
resistance of 0.5 Ω at node 7 during Type 0 PS mode of operation. (a) Three-phase PCC (node 1)
voltages and corresponding PNS RMS values. Three phase currents and corresponding PNS RMS
values are injected by IBR 1 when (b) NSCB control is applied. (c) Type 0 NSVC is applied.

3.5.1 Unbalanced Fault in Type 0 PS Mode

In this mode, the voltage balance in the grid is maintained by substation (node 150)

by supplying negative sequence currents, and IBRs deliver reference power by tracking the

respective PCC voltage angle. Fig. 3.13 shows the MIL set-up results for the IBR response

to an unbalanced fault in the Type 0 PS mode of operation. IBR 1 is operating in unity

power factor mode with an active power reference of 1 p.u. An unbalanced fault (AG) of 0.5

Ω is introduced on node 8 at 2 s for the duration of 150 ms. During the fault, the voltage at
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PCC (node 1 and node 13) would have positive as well as negative sequence components as

seen in Fig. 3.13a. During the AG fault, 71% voltage sag on phase a, and 67% voltage sag

on phase b, leading to 23 % sag on PS RMS voltage and 16 % swell on NSRMS voltage.

The IBR injects only PS current as shown in Fig. 3.13b with NSCB control and the

NSRMS current value is observed to be zero. This leads to ripples of twice the grid frequency

in the power delivered by IBR 1. With the NSVC, IBR 1 injects only PS currents up to 2

s as shown in Fig. 3.13c. However, from 2 s to 2.15 s, due to unbalance voltage at PCC,

the IBR injects NS currents as calculated from (3.31). In comparison to the NSCB strategy,

the proposed approach is effective in improving power quality by minimizing the 120 Hz

oscillations in the active power signal from 21% to 0.1% as depicted in Fig 3.14 Type 0 PS

mode graph. During a fault, a pre-determined fault current of 1.4 p.u. is delivered by the

IBR validating the current limit design.

Figure 3.14: Normalized power spectrum of unbalanced fault responses for active power signal from
the grid-following IBRs in Type 0 and Type 1 PS mode.

3.5.2 Unbalanced Fault in Type 1 PS Mode

Fig. 3.15 shows the MIL set-up results for the IBR response to an unbalanced fault in

the Type 1 PS mode of operation. Upon islanding (SS1 is open), IBR 1 operates as a grid-

forming type, IBR 2 operates in a grid-following type, and they collectively share the grid

load as per the droop laws. IBR 1 is configured as a grid-forming type that supplies the

required NS currents (refer Fig. 3.15b 3.95 s to 4 s) to maintain balanced grid voltage (refer

Fig. 3.15a 3.95 s to 4 s) as per Type 1 NSVC. Contrary to this, IBR 2 is configured as a

grid-following type that supplies no NS currents as seen in Fig. 3.15c. A pre-determined

current limit of 1.4 p.u. and 1.1 p.u. is applied on IBR 1 and IBR 2, respectively. At node

7, an unbalanced fault (AG) with fault resistance of 1 Ω is introduced at 4 s for a duration

of 150 ms resulting in voltage characteristics as shown in Fig. 3.15a. The AG fault results

in 59% voltage sag on phase a, 59% voltage sag on phase b, and 22% voltage sag on phase c

leading to 45 % sag on PS RMS voltage and 25 % swell on NSRMS voltage.
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(a) (b)

(c) (d)

Figure 3.15: Unbalanced fault (AG) for the duration of 150 ms with fault resistance of 1 Ω at node
7 during Type 1 PS mode. (a) Three-phase PCC (node 1) voltages and corresponding PNS RMS
values. (b) Three phase currents and corresponding PNS RMS values injected by IBR 1. Three
phase currents and corresponding PNS RMS values are injected by IBR 2 when (c) NSCB control
is applied. (d) Type 0 NSVC, is applied.

During the fault, an increase in PNS current is observed for the IBR 1, and current phases

are limited to 1.4 p.u. as seen from Fig. 3.15b. When the IBR 2 is controlled with NSCB

control, there is no NS injection from the IBR during unbalanced fault as seen from Fig.

3.15c. By applying the proposed Type 0 NSVC, IBR 2 can deliver appropriate NS currents

in Type 1 PS mode as well. IBR 2 injects NS currents from 4 s to 4.15 s as calculated from

(3.31) along with the pre-determined fault current of 1.1 p.u. as shown in Fig. 3.15d. In

comparison to the NSCB strategy, the proposed approach is effective in improving the power

quality by minimizing the 120 Hz oscillations in the active power signal from 26% to 2% as

depicted in Fig 3.14 Type 1 PS mode.

3.5.3 Type 1 PS Mode Power Sharing Analysis

In another MIL configuration, faults in the system are disabled and the proposed Type 1

PS mode control method is validated. The total unbalanced active and reactive load power

on the described section of the IEEE 123 node system is 400 kW, and 200 kVar, respectively.

Phase-wise load distribution is given by: 160 kW, 80 kVar in phase A, 40 kW, 20 kVar in

phase B, and 200 kW, 100 kVar in phase C. As shown in Fig. 3.16a, up to 3 s, IBR 1 and

IBR 2 are operating in unity power factor mode by tracking the respective active power

references: 500 kW (1 p.u.) for Inv1 and 160 kW (0.8 p.u.) for Inv2. Three different events

such as islanding scenario (at 3 s), load decrease (at 4 s), and load increase (at 5 s) are

tested in a Type 1 PS mode of operation. During all three events, reasonable transients
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for around 200 ms are observed from Fig. 3.16. The PQ demand in the system is the sum

of load demand and losses. This PQ demand of the network is obtained from the power

measurements at node 149 in absence of DERs and the presence of the main grid source at

node 150. Power-sharing error (PSE) is computed as a percentage value of ∆P̂+
i and ∆Q̂+

i

as described in Section 3.4.1 Type 1 PS mode. Since angle droop is used in both methods,

system frequency is observed to be close to the nominal value (60 Hz ).

(a) (b) (c)

(d) (e) (f)

Figure 3.16: IBR 1 and IBR 2 active and reactive power sharing and system parameters (voltage
magnitude, frequency, and voltage angle at node 149) in Type 1 operating model in the islanded
system. (a) PQ sharing after Type 1 PS mode transition. (b) Load decrease in Type 1 PS mode.
(c) Load increase in Type 1 PS mode. (d) System parameters after Type 1 PS mode transition. (e)
System parameters after load decrease. (f) System parameters after load increase.

Power-sharing and system parameter values are compiled in Table 3.3 to highlight the

significance of the proposed Type 1 PS mode droop law against the RAD law. Due to the

integral action of the proposed Type 1 droop law, PSE for active power for both of the IBRs

is around 0.07% to 1% whereas the RAD law leads to a PSE of 4.4% to 9.6%. Moreover, with

the proposed approach system voltage is close to 1 p.u., while RAD law leads the system

voltage up to 1.033 p.u. Thus the proposed method is highly effective in improving the

accuracy of active power-sharing along with maintaining system voltage magnitude close to

nominal values. Furthermore, in the case of reactive power-sharing, in comparison to RAD

law (PSE of 6.5% to 12.3%), the proposed method showcases the improvement (PSE of 1.7%

to 5.6%).

In Type 1 PS mode, a nonlinear load of 90 kW is connected and disconnected at 4 s and

5 s respectively as shown in Fig. 3.17. Fig. 3.17a depicts the increase in the PS current

injection of grid forming IBR as the balanced nonlinear load is connected in the system.
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TABLE 3.3: Comparison between proposed droop law and robust angle droop law for power sharing
between the IBRs and the regulation of system parameters in Type 1 PS mode of operation.

Event and PQ
demand(kW, kVar)

Control
Method

Inv 1 Sharing Inv1: PSE Inv 2 Sharing Inv2: PSE System (node 149)
P(kW) Q(kVar) ∆P̂ (%) ∆Q̂(%) P(kW) Q(kVar) ∆P̂ (%) ∆Q̂(%) V(p.u.) F (Hz) δ(rad)

Islanding
(408.83 205.23)

RAD 304.9 159 4.41 8.46 123.3 62.5 5.55 6.58 1.022 60.027 0.113
Type 1 291.8 151.7 0.07 3.38 116.8 59.67 0.007 1.76 0.999 60.021 0.107

Load decrease
(307.23, 153.86)

RAD 234.5 123.5 6.85 12.37 95.8 48.22 9.13 9.69 1.033 60.035 0.085
Type 1 221.5 116.1 0.93 5.64 88.66 45.11 1.002 2.61 1.001 60.037 0.079

Load increase
(368.07, 184.66)

RAD 277 144.89 3.82 9.84 112.3 56.88 6.78 7.80 1.026 60.026 0.102
Type 1 264.8 138.1 0.71 4.7 106 54.17 0.79 2.67 1.002 60.024 0.097

Nonlinear load power-sharing among the IBRs and the system parameter regulation to the

nominal values are observed to be stable as shown in Fig. 3.17b and Fig. 3.17c respectively.

(a) (b) (c)

Figure 3.17: At node 8, a nonlinear load of 90 kW is connected and disconnected at 4 s and 5 s
respectively in the Type 1 mode of operation. (a) Grid-forming IBR continues to supply sinusoidal
currents. (b) Active power-sharing of the IBRs. (c) Regulation of System voltage and frequency.
changes.

3.5.4 Impact of Communication Network Latency

IEC 61850 network is considered for communication between the SS1 relay and IBRs

[135]. The status/control messages are exchanged using the GOOSE protocol. To replicate

the allowed maximum transfer time of the trip category GOOSE messages, a delay (Td1) of 4

ms is simulated. An unbalanced fault (AG) at the grid side is simulated for 1 s duration when

IBRs are operating in Type 0 PS mode. The relay function is programmed with ride-through

conditions such as: if the voltage sag in any of the phases is between 0.6 p.u. and 0.7 p.u. for

at least 0.5 s, SS1 open command should be issued and the SS1 status is communicated to

the IBRs after 4 ms of delay (Td1). From Fig. 3.18a both IBR 1 and IBR 2 successfully limit

the current within the respective thresholds during ride-through. SS1 open status (xSS = 1)

is communicated to IBRs after a 4 ms delay and IBRs inject current as per their roles in

Type 1 PS mode. Fig. 3.18b depicts the system voltage and frequency (node 149) response

during and post-ride-through. Once the system is islanded after the ride-through voltage is

brought back to the nominal values by the Type 1 mode of operation.

The communication between DERMS and IBRs is assumed to occur over an IP-based

network. A communication delay (Td2) of 10 ms, 50 ms, and 100 ms are simulated for the

load active power-sharing set-point provided by DERMS to the IBRs operating in Type 1

PS mode. System voltage and the active power-sharing of the grid forming (P1) and grid
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(a) (b) (c)

Figure 3.18: (Fig. (a) and (b)) Transition to Type 1 PS mode of operation after rid-through. (a)
Node 149 voltage and IBR currents (b) System parameter response including Td1 Fig. (c) DERMS
issues power-sharing set-point, IBR power, and system voltage (node 149) response plotted for
various Td2.

following (P2) IBR are shown in Fig. 3.18c. With the increase in latency, the settling time of

voltage regulation and the IBR power-sharing increases. However, the system is observed to

be stable proving the proposed design is effective in achieving control objectives even when

the latency factors are considered.

3.5.5 Dynamic Change in the IBR Roles

To validate the stable operation and power-sharing of IBRs even after dynamically chang-

ing their roles, the pre-determined current limit of IBR 2 is increased to 1.5 p.u. This increase

in the current limit facilitates the supply of the required NS current in the network. In Type

1 operating mode, grid-forming type IBR 1 (up to 6 s) supplies the required NS current to

maintain the balanced voltage in the network as shown in Fig. 3.19a while grid-following

IBR 2 supplies only PS currents as shown in Fig. 3.19b. At 6 s, DERMS issues a signal to

swap the role of IBRs (Td2 = 50 ms is considered), and after 6.05 s IBR 1 supplies only PS

current, and IBR 2 starts supplying the required NS currents. From Fig. 3.19c, it is inferred

that the power-sharing is the same and stable with acceptable transients after swapping the

IBR roles and system voltage at node 149 is balanced and stable.

(a) (b) (c)

Figure 3.19: IBR roles are dynamically changed at 6 s based on the signal from DERMS. System
voltage at node 149 is balanced, the same PQ sharing continues after the role change and both
IBRs switch to the required control methods. (a) IBR 1: grid-forming to following at 6 s (b) IBR
2: grid-following to forming at 6 s (c) IBR PQ sharing and system voltage
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3.5.6 CL Estimation with % Grid Unbalance

When IBR 2 transitions to the grid-forming role, it is responsible for balancing the network

voltage by supplying required NS currents. It is critical to identify the CL value for the IBR 2

as unbalance in the network can lead to higher phase currents (beyond 1 p.u.) even if power-

sharing is much less than the rated value. Per phase Thevenin equivalent impedance (Zth
a/b/c)

seen at the PCC (node 13) of IBR 2 is calculated by varying the unbalance in loads of the

network (Fig. 3.12) maintaining the same total load (400 kW, 200 kVar). The impedance

unbalance is calculated as maximum deviation of per-phase impedance from the average

impedance:
(

max(∆Zth
a/b/c

)

Zth
avg

)
, where ∆Zth

a/b/c = Zth
a/b/c − Zth

avg. For each impedance unbalance

(%) scenario, the model is executed to obtain the IBR 2 phase-wise peak currents. Fig. 3.20

depicts the relation between the impedance unbalance (%) observed at the PCC of IBR 2

and the phase-wise peak currents injected by the IBR 2 operating in a grid-forming role. For

the loading scenario discussed in Section 3.5.3, an impedance unbalances of around 70 % is

observed. From Fig. 3.20, 70 % impedance unbalance corresponds to 1.46 p.u. maximum

phase current, hence 1.5 p.u. CL is chosen to facilitate stable steady-state operation. It is

worth noting that this design can work for any existing load and power rating of the IBR

irrespective of the micro grid location.

Figure 3.20: IBR 2 per phase peak current plotted against the Thevenin impedance unbalance seen
at the PCC (node 13).

3.5.7 Transition from Type 1 to Type 0 PS Mode

Fig. 3.21 shows the MIL set-up results for the transition from Type 1 PS mode to Type 1

PS mode of operation. As shown in Fig.3.21a, Sync check signal is issued from the relay at

6.95 s, along with the ensy,∆δ and ∆v signals communicated to each of the IBRs reach after

Td1 = 4ms. IBR controller regulates voltage magnitude and angle at node 149 such that ∆vs

and ∆δs gets closer to zero in 6 cycles (Fig. 3.21b) and 100 ms (Fig. 3.21a) respectively.

When grid and islanded system voltage magnitude and the angle is close enough as per
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ANSI code A25A requirement, the SS1 close command is issued. The voltage phase and

the magnitude of the islanded system are thus matched to the grid voltage without leaving

any distortions on the system voltage as seen in Fig. 3.21c. Once the SS1 is closed, both

the IBRs switch to Type 1 PS mode of operation seamlessly with acceptable transients of

around 200 ms, and the additional power generated from the IBRs is injected into the grid

as depicted in Fig. 3.21c.

(a) (b) (c)

Figure 3.21: Grid synchronization and transitioning to Type 0 PS mode based on the relay function
signals (derived from the measurements at SS1) communicated to all the IBRs in the system (IEC
61850 communication network is assumed). (a) IBR control response for sync enable (b) Sync
enable to grid-connect period (c) PQ sharing and reference tracking

3.6 Summary

In this chapter, a unified control architecture for multiple IBR operations is validated

in an unbalanced system using the detailed real-time IBR model. The generalized PNS

current limiter is successful in limiting the IBR currents to the pre-determined values for

different types of IBRs in different operating modes. Furthermore, with the dedicated NS

power control techniques, mitigation of power ripples with 20% improvement is showcased

during unbalanced fault scenarios. The quantitative analysis in comparison to the RAD law,

confirms the effectiveness of the proposed PS power controller for power-sharing accuracy and

maintaining the nominal system voltage magnitude. With the real-time MIL verification,

the authors claim that the proposed architecture is effective in operating a stable power grid

during load change, fault scenarios, mode transitions, and 100% IBR-based operation with

the designated roles.



CHAPTER 4: Decentralized State Estimation-based Optimal Integral Model Predictive

Control of Voltage and Frequency

Experimental confirmation of a pre-

diction is merely a measurement. An

experiment disproving a prediction is

a discovery.

Enrico Fermi

The power distribution system is undergoing a shift from centralized to decentralized op-

eration due to the large-scale integration of distributed energy resources (DER). To increase

the scalability and reduce the dependency on communication networks, there is a strong

need for a decentralized control framework that can maintain the nominal voltage and fre-

quency in a microgrid (MG). In this chapter, a novel decentralized state estimation-based

optimal voltage and frequency restoration strategy is proposed. The framework computes

the optimal integral model predicted control reference signal to the primary controller, which

is unaffected by the local measurement noise, hence, ensuring stable power-sharing among

the DERs. The proposed framework is built on a first-order DER model and a local/global

measurements-based local state estimation technique, facilitating deployability to the grid

edge devices. The capabilities of the proposed framework are tested and validated on a

real-time simulator with a full system dynamic model considering an islanded section of

the IEEE 123 node distribution network for the various grid events. It is observed that

the framework offers significant transient performance improvement in comparison to the

Linear Quadratic Regulator method, with around 70% faster voltage restoration when the

communication latency is considered.

4.1 Introduction

The integration of photo-voltaic and battery energy storage-based DERs in the power

distribution grid has increased drastically in recent years. DERs are interfaced with the

power distribution network through the IBRs. The IBRs play an important role in coupling

the DC side of the DERs to the power grid, enabling distributed generation, and improving

the utilization of local renewable energy-based resources. In a distribution network, when

the electric grid (through substation) is available, the DERs operate in grid-connected mode.

During the unavailability of the substation, DERs can operate in an islanded mode forming

an MG [136] and most importantly DERs possess the ability to operate each local area
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independently.

Efficient and stable operation of MG requires a hierarchical control system with a time-

scale separation between the primary, secondary, and tertiary control layers [5]. To improve

the reliability of MG operation, reduction of dependency on the communication infrastruc-

ture at each of the layers is necessary [13, 82]. Furthermore, shifting the decision-making

and control capability to the grid-edge through a decentralized hierarchical architecture has

multiple benefits such as, a) reduction in the computational load on the central controller

[137], b) improved scalability facilitating large-scale DER integration [138], c) reduced design

complexity for the MG operation [139].

Decentralized primary control (PC) techniques are typically utilized to achieve stable and

efficient autonomous operation of DERs in an MG without the need for communication

[52, 53]. The design of the PC for multiple DER operations in an unbalanced distribution

system requires dedicated positive and negative sequence (PNS) control loops. The PC of a

DER consists of inner PNS current and voltage loops, and an outer power loop that deploys

appropriate droop laws [53]. Droop law as a part of primary control is a key strategy to

enable stable power-sharing among DERs in an MG without the need for communication.

Droop correlations typically mimic the synchronous machines chosen depending on the type

of the power network [140, 141]. For the low X/R ratio distribution network, a universal

droop law with the correlations P ∼ V and Q ∼ ω is proven valid even for the DERs with

the different output impedance [28]. Furthermore, a robust droop controller is demonstrated

to minimize the voltage variations arising due to droop laws and changing loads [29]. In this

work, the authors adopt a robust droop controller for designing the PC of DERs.

While the PC enables stable power-sharing, voltage and frequency in the MG deviate

from the nominal values due to the inherent nature of droop laws. This necessitates the

introduction of a secondary controller (SC) to regulate voltage and frequency to the nominal

values [52, 142]. SCs are broadly classified under centralized, distributed, and decentralized

frameworks. The centralized frameworks serves the use case of controlling the distribu-

tion network with fewer DERs without adding to the cost and complexity of the prevailing

network [9]. However, these frameworks pose a limitation on scalability, offer low reliabil-

ity, and are vulnerable to the single point of failure and cyber-attacks [7, 8]. Whereas in

Distributed frameworks, devices have complete access to the system states based on which

they can conduct local control decisions utilizing a sparse communication network [10, 11].

Nevertheless, with the large-scale integration of DERs, distributed frameworks face various

challenges such as design complexities, scalability issues, and lack of robustness of sparse

communication networks [14, 15]. Moreover, the decentralized frameworks are typically lo-

cal to the DERs, therefore, offering scalability and demand minimal or no communication
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infrastructure [13, 138].

Decentralized frameworks with classical PI regulator-based approaches utilize the local

measurements to meet the SC objective [64,83,84]. Controller performance presented in [83]

is highly affected by the balanced/unbalanced load mix and voltage ranges. The schemes that

are robust against load mix are validated only for parallel DER operation not considering

the power network and its impedance [64,84]. A band-pass washout filter-based scheme that

is equivalent to a PI controller is presented in [143] for voltage and frequency restoration.

However, though the washout filter approach considers distribution line impedance, it offers

compromised dynamic performance and leads to a longer restoration time.

In all of the PI controller-based approaches (from classical to advanced control techniques)

the integral component of each of the DER controllers may accumulate the system distur-

bance and the measurement noise local to the respective PCCs leading to gradual deterio-

ration of the power-sharing. A switched control design method proposed in [144] transitions

between P and PI controller based on the time-dependent protocol. Though the approach

does not deteriorate power sharing, the improvement in the controller transient performance

is necessary. Furthermore, switched control mainly depends on event detection strategy,

failure of which may alleviate controller performance and may lead to oscillations. In [12],

an LQR frequency control technique along with the stability analysis is presented based on

the first-order model of the DER. The study is limited to optimally computing the controller

gain parameters of the PI controller. Hence there is a need to build a model-based control

approach that includes integral behavior and is not sensitive to system disturbances and

measurement noise.

In large-scale power networks, decentralized estimation techniques typically utilize local

measurements and dynamic models to reduce the dependency on the communication net-

works [145–148]. In [145] a Kalman-Bucy filter is applied to achieve fast terminal sliding

mode control for the distributed voltage regulation. This work requires feedback lineariza-

tion of the detailed DER model that depends on the exact knowledge of all the parameters

hence leading to design complexity. A non-linear state estimation method presented in [146]

utilizes the detailed source and network model, requiring expensive computational resources

and model accuracy, thus infeasible for deployment with the grid-edge controllers. A de-

centralized load frequency control using a dynamic state estimation method is proposed in

[147]. The approach has the potential for frequency estimation in MGs, likewise, the work

presented in [148]. However, these works may not be suitable for voltage estimation as

the estimator utilizes the local measurements only, and since the voltage is a local state,

system-level synchronization cannot be achieved.
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4.2 Research Contributions

Several distributed model predictive control (MPC) approaches such as a finite-time ob-

server for the voltage control [149], frequency control with voltage constraints [150], and

secondary control of DC MG [151] are proposed in the literature. Major drawbacks of these

approaches include coupled frequency and voltage restorations, disturbance accumulation

due to segregated integral action, and communication requirements between the subsys-

tems. Motivated by the aforementioned limitations of the existing MPC and other control

frameworks, a generic integral MPC (IMPC)-based secondary control framework for both

frequency and voltage restoration is presented in this chapter. The salient contributions of

the proposed control framework are as follows.

• At the control layer, the formulation of voltage and frequency restoration is decoupled,

hence the transient responses are independently achieved. Furthermore, the cost func-

tion of the proposed optimal control is formulated to incorporate the integral action

on the estimated states along the prediction horizon. This predictive integral action

mechanism accelerates the restoration of voltage and frequency, especially advanta-

geous when communication latency is considered.

• First order augmented incremental model decentralized extended Kalman filter (AIM-

DEKF)-based state estimation facilitates the dynamic synchronization of system states

locally, thereby offering a balance between the communication requirement and the

computational complexity. The proposed estimator can be deployed in the grid-edge

devices assuring frequency synchronization without communication and voltage syn-

chronization based on the global measurement. The estimator does not require com-

munication among the subsystems and from the controller perspective, the subsystems

are completely decoupled, hence offering design scalability. The scalable nature of the

proposed control framework improves the overall scalability of the MGs.

• The IMPC framework utilizes the AIM model that has an inherent integral action on

the outputs and the AIM is insensitive to the system disturbance and measurement

noise. Therefore, the local measurement noise is not accumulated by the integral action

and thus the droop laws of PC are not affected, ensuring stable power sharing among

the DERs.

• Optimal control is formulated to incorporate constraints such that the control sig-

nal is accounted for explicit amplitude and rate constraints. Thus during short-term

grid faults, SC assists the PC in performing ride-through activity by providing the

constrained references.
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Figure 4.1: Overview of the decentralized secondary control architecture for the islanded power
distribution network.

• The framework is foolproof against various grid events such as islanding, load change,

generation loss, and grid faults, and robust against communication latency and the

measurement noise as validated by the real-time (RT) model-in-the-loop (MIL) simu-

lation of the DER integrated unbalanced distribution network.

4.3 Overview of Hierarchical PC and SC

Fig. 4.1 represents the DER integrated distribution network acting as an islanded MG

when the substation is disconnected from the rest of the system operating a smart switch

(SS) at the POI. In this section, the primary controller and the control problem to be solved

by the secondary controller are discussed.

4.3.1 Description of Control Architecture

The DERs along with the associated primary controller are connected to the distribution

grid at the respective Point of Common Coupling (PCC). The primary controller architecture

applicable to the distribution network is shown in Fig. 4.1. The DC side voltage (VDC) is

assumed to be fixed considering the ideal characteristics of DER. The IBR is equipped with

a LCL output filter including a passive damping resistor (Rd) to ensure stable interaction

with the grid. The primary control loops typically utilize the local current and voltage

measurements to ensure the reference values are tracked with acceptable transients. Since

distribution networks are unbalanced, dedicated PNS current and voltage control loops are

designed to maintain the balanced voltage when the substation node is disconnected [53].
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The current reference limiter is used to achieve the IBR ride-through capabilities during the

fault scenarios. Droop laws are typically designed as an outer power control loop to the

voltage control loop, and they ensure stable power-sharing among the multiple IBRs. To

achieve the closed-loop stable operation of the IBRs, the inner current and voltage control

loop dynamics are designed to be faster in comparison to the outer droop control loop

by including low-pass filtered (LPF) power measurements. Thus, to capture the primary

controller dynamics, it is sufficient to consider the droop loop behavior including the LPF

dynamics [12].

Droop laws enable stable power-sharing among IBRs depending on the power network type

(resistive or inductive) [28]. Since the distribution grid has a low X/R, robust droop law

is considered to achieve the power-sharing [29]. This law illustrates the positive correlation

between active power (P p
i ) and the voltage magnitude (V p

i ), and the negative correlation

between reactive power (Qp
i ) and the frequency (ωp

i ). Based on this law, the corresponding

voltage and frequency at the PCC of ith IBR are given by (4.1a) and (4.1b).

Vi = V ∗
i + kV

i (V
∗
i − Vi)− kP

i (Pi − P ∗
i ) (4.1a)

ωi = ω∗
i + kQ

i (Qi −Q∗
i ) (4.1b)

where V ∗
i , ω∗

i , P ∗
i , Q∗

i are the voltage, frequency, active power, and reactive power set-points

respectively, V p
i is the measured PCC voltage magnitude, P ∗

i , Q∗
i , are the filtered active and

reactive power signals, kP
i , kQ

i , are the droop coefficients, and kV
i is the penalty parameter

for voltage deviation.

It is evident from (4.1), during power-sharing IBRs steady-state voltage and frequency

deviate from nominal values. To restore the network voltage and frequency, a secondary

controller that provides appropriate active (P sc
i ) and reactive (Qsc

i ) power set-points is nec-

essary. A decentralized secondary control approach is described in Fig. 4.1, which utilizes

local PCC measurements for frequency restoration and additional global voltage measure-

ments for voltage restoration.

4.3.2 Review of the Problem Description

Fig. 4.2 describes the generalized droop characteristic for a low X/R distribution system

given by (4.1). As per the proportional droop laws, the rated power delivered (P ∗
i = P p

i and

Q∗
i = Qp

i ) from the IBRs would maintain the nominal voltage and frequency at PCC (point

A). When there is a change in the system operating condition, the power delivered is usually

at the value Pi and Qi (point B) depending on the load power demand. As a result, voltage

and frequency deviate from their respective nominal values. Though the robust droop law

has an additional proportional voltage error penalty, unlike in the conventional droop law,
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the required voltage restoration is still not achieved as the active and reactive power reference

set-points are fixed (P ∗ = 1 p.u. and Q∗ = 0 p.u. respectively). Secondary control requires

Figure 4.2: Shift in the droop behavior as an act of the secondary controller.

performing corrective action and restoring the voltage and frequency to nominal values,

along with the stable power-sharing in the MG. Thus underlying secondary controller would

modify the primary controller power reference values [73] such that the droop characteristics

would be shifted to restore the voltage and frequency (point C). The measured frequency

at any node of the system is a global state [152], and the measured voltage at a given node

is a local state [75] due to the mismatch in the line impedance. Depending on the nature

of these states, a systematic approach is required for the design of an optimal decentralized

secondary controller.

4.3.3 DER - MG Interaction Model

In the cascaded PC loops, LPF slows the dynamics of the power control loop, hence seg-

regating from faster dynamics-based voltage and current control loops. Thus, the transients

of voltage and current controllers are not propagated to the power control loop, ensuring

higher power quality. The time-domain representation of the filtered power signals is given

by,

Ṗi = ωc
i (pi − Pi) (4.2a)

Q̇i = ωc
i (qi −Qi) (4.2b)

where ωc
i is usually in the range of 2 Hz to 10 Hz. Representing droop laws of (4.1) in terms

of (Pi, Qi) and substituting them in (4.2) would lead to the first order DER model:

˙̂vϵi = −ωc
i v̂

ϵ
i +

kP
i ω

c
i

1 + kV
i

δpi (4.3a)

˙̂ωϵ
i = −ωc

i ω̂
ϵ
i − kQ

i ω
c
i δqi (4.3b)
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where v̂ϵi ≊ V ∗
i − v̂i, ω̂ϵ

i ≊ ω∗
i − ω̂i, δpi = P ∗

i − pi and δqi = Q∗
i − qi. For an islanded system

as shown in Fig. 4.1, utilizing the distribution network physics, active and reactive power

injected at the ith DER node can be represented as:

pi =
L∑

l=1,l ̸=i

ViVl|Yil|cos(δi − δl − θil) (4.4a)

qi =
L∑

l=1,l ̸=i

ViVl|Yil|sin(δi − δl − θil) (4.4b)

where δi is the voltage angle at the ith DER node, L are the total nodes in the network (DER

and load nodes), Y ∈ CL×L is the admittance matrix with the magnitude |Yil|= ||Yil||2, and

the phase angle θil = ̸ Yil. Due to the DER dynamics of (4.3), voltage and frequency at

the ith DER node are controllable. Thus from the network perspective, behind every DER

node, there is a controllable voltage source. However, the local voltage at a given load

node Vl, (∀l ∈ 1, 2, ...L, l ̸= i) may be uncertain. In this work constant power or constant

impedance loads are considered such that the assumption v̇ϵl ≤ κv̇ϵi holds good, where vϵl is

the deviation of load node voltage from the nominal value, and κ > 0 is a constant related

to the load properties and network topology [153].

The islanded distribution network (S) can be represented as a composition of N connected

dynamic linear subsystems (S = [S1,S2, ...Si, ....SN ]), i ∈ {1, 2, ....N}, N ≥ 2. The dynamics

of each Si is represented by (4.3), where the v̂ϵi and ω̂ϵ
i are predicted based on the local mea-

surements pi and qi. From this representation of Si dynamics, it is evident that subsystems

do not interact with one another, and hence are dynamically decoupled in nature. However,

as per (4.4), every Si dynamics is affected by the network characteristics, and that would be

captured in the inputs to the Si dynamics. Let Sj be the unique subsystem with unknown

dynamics (such as POI) in the network where the measurements are available. So for each

Si, there exists a unique Sj with coupled network constraints, therefore a coupled objective

function. Hence the synergy between Si and Sj is utilized to define a decentralized network

dynamics S̃i and the corresponding local optimal control problem P̃i is formulated. Thus the

system (S) level global performance objective is accomplished by formulating and solving

the local P̃i at each subsystem. Precise definition of S̃i and P̃i are provided in the Section

4.4.1.
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4.3.4 Synthesis of Decentralized Secondary Controller

When the reference to the primary controller is provided by the secondary controller, the

updated robust droop laws will then be:

Vi = V ∗
i + kV

i (V
∗
i − Vi)− kP

i (Pi − P sc
i ) (4.5a)

ωi = ω∗
i + kQ

i (Qi −Qsc
i ) (4.5b)

where SC corrected active and reactive power references are given by P sc
i = P ∗

i + δP sc
i and

Qsc
i = Q∗

i − δQsc
i respectively. The expansion of (4.5) leads to:

Vi = V ∗
i + kV

i (V
∗
i − Vi)− kP

i (Pi − P ∗
i )− kP

i δP
sc
i (4.6a)

ωi = ω∗
i + kQ

i (Qi −Q∗
i ) + kQ

i δQ
sc
i (4.6b)

The voltage and frequency restoration terms: kP
i δP

sc
i and kQ

i δQ
sc
i can be termed as δV sc

i

and δωsc
i respectively. Thus, with the retention of droop slope secondary controller shifts the

droop characteristic as discussed in Fig. 4.2. This synchronized shift is performed at each

subsystem by solving the respective P̃i, leading to the restoration of voltage and frequency

to the nominal values at POI. This chapter proposes a decentralized predictive optimal

secondary control framework to compute δP sc
i and δQsc

i signals in the coming section.

4.4 Decentralized IMPC Framework

The local PCC voltage/current measurements, and the global POI voltage measurements-

based decentralized IMPC-DEKF framework are described in Fig. 4.3. For the frequency

restoration at POI, local PCC measurements are sufficient and the grid frequency is computed

based on the positive sequence PCC voltage-based PLL. Voltage restoration at the POI in

the distribution network requires the measured voltage to be communicated to the DER

nodes. To achieve a realistic design, a common communication latency is modeled in terms

of measurement delay. A similar delay is assumed between Si and Sj such that Td1 ≊ Tdi ≊

TdN ≊ Td. In the proposed framework, SCs at each of Si take control decisions independent

of each other. The detailed design of the proposed framework is described in this section.

4.4.1 Formulation of Decentralized Optimal Control

The first order model of Si represented in (4.3) is converted into a discrete form state

equation given by:

v̂ϵi (k + 1) = avi v̂
ϵ
i (k) + bvi δpi(k) + vvi (k) (4.7a)

ω̂ϵ
i (k + 1) = afi ω̂

ϵ
i (k) + bfi δqi(k) + vfi (k) (4.7b)
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Figure 4.3: Proposed IMPC-DEKF framework that is applicable for both frequency and voltage
restoration.

where avi = afi = e−ωc
iT

sc
s , bvi =

kPi (1−avi )

1+kVi
, bfi = kQ

i (1 − afi ), and k ∈ N such that t = kT sc
s .

Furthermore, the unknown plant disturbances affecting voltage and frequency deviation pre-

diction are given by vvi (k) and vfi (k) respectively. Output equations of Si are given by:

vϵi (k) = cvi v̂
ϵ
i (k) + wv

i (k) (4.8a)

ωϵ
i (k) = cfi ω̂

ϵ
i (k) + wf

i (k) (4.8b)

where cvi , c
f
i are state-to-output relation coefficients defined based on the observability of

the states, and wv
i (k), w

f
i (k) are the respective unknown measurement noises affecting the

voltage and frequency measurements respectively. The generalized Si = f(x̂ϵ
i(k), ui(k), y

ϵ
i (k))

dynamics in state-space form is given by:

Si =


x̂ϵ
i(k + 1) = Aix̂

ϵ
i(k) +Biui(k) + vi(k)

yϵi (k) = Cix̂
ϵ
i(k) + wi(k)

(4.9)

where x̂ϵ
i(k) ∈ Xi := [v̂ϵi (k) ω̂ϵ

i (k)]
T ⊆ R, ui(k) ∈ Ui := [δpi(k) δqi(k)]

T ⊆ R, yϵi (k) ∈

Yi := [vϵi (k) ωϵ
i (k)]

T ⊆ R, vi(k) ∈ [vvi (k) vfi (k)]
T ⊆ R, wi(k) ∈ [wv

i (k) wf
i (k)]

T ⊆ R,

Ai := diag(avi , a
f
i ), Bi := diag(bvi , b

f
i ), Ci := diag(cvi , c

f
i ). Let X := X1 × .. × Xi × ... × XN ,

U := U1× ..×Ui× ...×UN , and Y := Y1× ..×Yi× ...×YN , then the overall system dynamics

is defined as: S = f(x̂ϵ(k), u(k), yϵ(k)).

Let Sj be the unique measurement node in the system (S) defined as Sj = yϵj(k) ∈

[vϵj(k) ω
ϵ
j(k)]

T . It is assumed that the measured states at Sj are available at Si to achieve a

system-level objective that is commonly shared among all subsystems, simultaneously satis-

fying the coupling constraints. The formulation of Si dynamics needs to be improved such
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that the closed-loop system shall witness an offset-free steady-state response even in the

presence of external disturbance and/or model mismatch. An appropriate state estimation

technique would improve the accuracy of predicted system states utilizing the measurements.

Thus with the combination of the model and the state estimator, local dynamics is repre-

sented as S̃i = f(x̂ϵ
i(k), ui(k), y

ϵ
i (k), y

ϵ
j(k)). Considering the S̃i dynamics, P̃i with optimal

value function J̃i(ỹi(k|M), ũi(k|M)) associated with the ith subsystem is given by:

P̃i := min
ũi

J̃i(k) =
M∑
p=1

ỹi(k + p)TQiỹi(k + p)+

ũi(k + p)TRiũi(k + p)

(4.10)

where Q̂i := Q̂v
i × Q̂ω

i ∈ R is the positive definite symmetric weighting matrix for the future

predicted states with (Q̂v
p, Q̂

ω
p ) ∀p = 1, 2, ...M being on the diagonal block, and R̂i := R̂v

i ×

R̂ω
i ∈ R is the positive definite symmetric weighting matrix for the future predicted control

action with (R̂v
p, R̂

ω
p ) ∀p = 1, 2, ...M being on the diagonal block. The problem P̃i for S̃i

dynamics ensures the controller predicted outputs of S̃i will depend on the estimated outputs.

As the estimated output from the state estimator reaches the measured output during the

steady-state, elimination of steady-state error is guaranteed by solving P̃i. Components

needed to build P̃i such as (ỹi(k|M), ũi(k|M)) are discussed in the subsequent subsections.

4.4.2 AIM Incorporating the Output Integral Action

To formulate the S̃i dynamics in the IMPC framework, firstly an AIM is developed. The

model representation from (4.7a) through (4.8b) that is insensitive to the unknown system

disturbances and measurement noise variables is described in terms of AIM form as:

∆v̂ϵi (k + 1) = avi∆v̂ϵi (k) + bvi∆pi(k)

vϵi (k) = vϵi (k − 1) + cvi∆v̂ϵi (k)

(4.11)

∆ω̂ϵ
i (k + 1) = afi ∆ω̂ϵ

i (k) + bfi ∆qi(k)

ωϵ
i (k) = ωϵ

i (k − 1) + cfi ∆ω̂ϵ
i (k)

(4.12)

Thus the AIM states are obtained by augmenting the currently predicted state deviation

with the previously measured output. From (4.11), and (4.12), generalized AIM is described

by (4.13)
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x̃i(k+1)︷ ︸︸ ︷∆x̂ϵ
i(k + 1)

yϵi (k)

 =

Ãi︷ ︸︸ ︷ai 0

ci 1


x̃i(k)︷ ︸︸ ︷ ∆x̂ϵ

i(k)

yϵi (k − 1)

+

B̃i︷︸︸︷bi
0


ũi(k)︷ ︸︸ ︷[

∆ui(k)

]
[
yϵi (k)

]
︸ ︷︷ ︸

yi(k)

=

[
ci 1

]
︸ ︷︷ ︸

C̃i

 ∆x̂ϵ
i(k)

yϵi (k − 1)


︸ ︷︷ ︸

x̃i(k)

(4.13)

where Ãi ∈ Rm×m is the system matrix, B̃i ∈ Rm×n is the control input matrix, C̃i ∈

Rr×m is the output measurement matrix. For the voltage restoration problem: x̃i(k) ∈[
∆v̂ϵi (k) vϵi (k − 1)

]T
, ũi(k) ∈ ∆pi(k), yi(k) ∈ vϵi (k), and for the frequency restoration prob-

lem: x̃i(k) ∈
[
∆ω̂ϵ

i (k) ωϵ
i (k − 1)

]T
, ũi(k) ∈ ∆qi(k), yi(k) ∈ ωϵ

i (k). The AIM incorporates

the discrete-time deviation of the system states and inputs to introduce an integral action

on the output in the closed-loop control.

Remark: To eliminate the voltage and frequency steady-state errors occurring from droop

characteristics of (4.1), SC is required to incorporate an integral component [75]. The repre-

sentation (4.13) is in agreement with the first-order model (4.3) including the integral action

on the estimated output.

Proof: Integral action on state deviation in the discrete form at the kth sample is given by:

yϵi (k) = T sc
s yϵi (k) + yϵi (k − 1) =⇒ T sc

s yϵi (k)

= yϵi (k)− yϵi (k − 1) = c∆xϵ
i(k)

(4.14)

This leads to the definition of integral action as: yϵi (k) = c∆xϵ
i(k) + yϵi (k − 1). However,

the resultant representation of (4.13) is: yϵi (k) = c∆x̂ϵ
i(k) + yϵi (k − 1). Thus the necessary

condition to incorporate the correct integral action in the AIM is to have the predicted state

deviation equal and similar to the actual state deviation (x̂ϵ
i ≃ xϵ

i). Here c = 1 is considered

as both voltage and frequency states are observable at the respective PCCs.

4.4.3 Dynamic Synchronization of the AIM states

The representation of Si dynamics is a low-order high-fidelity model that accurately pro-

vides the steady-state representation of the system frequency. Since the frequency is a global

state [152], for the measured frequency at a given node j, j ̸= i: ωϵ
j ≃ ωϵ

i , ∀i ∈ 1, 2, ...N . As

the influence of network impedance on frequency is negligible, the model represented in

(4.12) provides sufficient frequency prediction.

Definition 1: For the local observation-based global state prediction, the error between the

model predicted state deviation (x̂ϵ
i) and the observed global steady-state deviation (x̄ϵ

j) can
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be verified by :

lim
k→∞

∥ x̂ϵ
i(k)− x̄ϵ

j ∥ = 0 =⇒ x̂ϵ
i ≃ x̄ϵ

j

Thus, as per Definition 1, further synchronization of the AIM predicted frequency states

of every Si is not required. However, when a DER is disconnected from the network, as it

supplies no power into the network (δqi(k) = 0 =⇒ ω̂ϵ
i (k) = 0,∀k, see (4.7b)), model-based

state prediction fails. To accomplish the plug-and-play feature, in frequency restoration

case, the model predicted frequency deviation (ω̂ϵ
i (k)) needs to be synchronized based on

the local measurements (yϵi (k) := ωϵ
i (k)) before utilizing it in the prediction model. The

representation of Si dynamics does not provide an accurate steady-state representation of

the measured voltage at a given node j: (vϵj ̸= vϵi ,∀i ∈ 1, 2....N). Since the voltage is a

local state [75], the measured voltages at different nodes in the network are different. As

the influence of network impedance on the voltage cannot be ignored, the model in (4.11)

provides an inaccurate voltage prediction.

Definition 2: For the local observation based local state prediction, the error between the

model predicted state deviation (x̂ϵ
i) and the observed global steady-state state deviation (x̄ϵ

j)

is verified by :

lim
k→∞

∥ x̂ϵ
i(k)− x̄ϵ

j ∥ ≤ ϵ

Thus, as per Definition 2, synchronization of the the AIM predicted voltage states of every

Si based on the global measurements (yϵj(k) := vϵj(k)) is required. A generic DEKF for

the dynamic synchronization of the AIM states that applies to both frequency and voltage

restoration is represented by,

x̃c
i(k + 1) = x̃i(k) + K̃i(k)

(
yϵi (k) + ∆yϵij(k)− C̃ix̃i(k)

)
(4.15)

where ∆yϵij(k) = yϵj(k)−yϵi (k), the DEKF gain matrix K̃i(k) = P̃i(k)C̃
T
i (C̃iP̃i(k)C̃

T
i + R̃i(k))

−1,

and the prediction error co-variance matrix computed recursively as P̃i(k + 1) = Ãi(P̃i(k)−

K̃i(k)C̃iP̃i(k))Ã
T
i + Q̃i(k).

Since DEKF is effective for the noisy measurements that follow Gaussian distribution, the

AIM-DEKF estimator is suitable for the systems with the Gaussian noise only even though

AIM models is insensitive to the unknown noise. The convergence of Kalman gains is proved

due to the convergence of the recursive P̃i(k) computation. Since the AIM is insensitive

to the process noise, the convergence of P̃i(k) is guaranteed [154]. The AIM and DEKF

together (4.15) lead to the local dynamic synchronization of the system states defined as

S̃i and the corresponding local optimal control problem P̃i (4.10). In case of frequency

restoration ∆yϵij(k) ≊ 0, hence no communication is needed between Sj and Si.
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4.4.4 Prediction Model

With the knowledge of the current states of the representation (4.13), the prediction model

for the finite horizon of the next M time steps has the form:

ỹi(k + 1|M) = pM + FM ũi(k|M), (4.16)

where

pM = OM Ãix̃
c
i(k),

FM = [ OM B̃i HM ]

(4.17)

The extended observability matrix (OM) is computed based on Ãi, and C̃i, represented as:

Ot
def
=



C̃i

C̃iÃi

...

C̃iÃ
i−1
i


∈ Rtr×m

and HM ∈ RrM×(M−1)m is the standard Toepliz matrix of the form:

Hi
def
=



C̃iB̃i 0 0 · · · 0

C̃iÃiB̃i C̃iB̃i 0 · · · 0

...
...

... . . . ...

C̃iÃ
i−2
i B̃i C̃iÃ

i−3
i B̃i C̃iÃ

i−4
i B̃i · · · 0



4.4.5 Formulation of Optimal Control with the Constraints

One of the objectives of the proposed IMPC framework is to enhance the voltage and

frequency restoration performance by utilizing the inequality constraint handling property.

The IMPC framework is designed to achieve input constraints such that the SC-generated

signal can be limited within the range of [umin, umax]. This aids in accomplishing the power

reference saturation, especially during abnormal situations such as system faults, thereby

resulting in the stable operation of DERs during ride-through.

The inequality constraints as a linear inequality matrix are obtained by specifying the rate

of change of input as in (4.18a) and the input magnitude constraint as in (4.18b).

ũmin ≤ ũi(k|M) ≤ ũmax (4.18a)

umin ≤ ui(k|M) ≤ umax (4.18b)
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The constraint conditions of (4.18) need to be represented only in terms of optimization

variable, hence reformulated as per the requirements of quadratic programming [88]. Thus,

the optimization variable can be represented as (4.19),

ui(k|M) = Sũi(k|M) + cui(k − 1) (4.19)

where

S =



In 0n · · · 0n

In In · · · 0n
...

... . . . ...

In In · · · In


, c =



In

In
...

In


In is the n × n identity matrix and 0n is the n × n zero matrix. The performance index

(4.10) along with the constraints (4.19) is applied to the prediction model (4.16) resulting

in a quadratic function of the standard form:

min
ũi

Ji(k) =
M∑
p=1

(ũi(k + p))THi(ũi(k + p))

+2(fi(k))
T (ũi(k + p))

(4.20a)

s.t. x̃i(k + 1) = Ãix̃i(k) + B̃iũi(k) (4.20b)

x̃c
i(k) = x̃i(k) + K̃i(k)

(
yϵi (k) + ∆yϵij(k)− C̃ix̃i(k)

)
(4.20c)

yϵi (k) = C̃ix̃
c
i(k) (4.20d)

Aũi(k) ≤ bi(k) (4.20e)

where

HM = F T
MQ̂MFM + R̂M ,

fi(k) = F T
MQ̂MpM ,

A =

[
I(nM,nM) −I(nM,nM) S −S

]T
,

ulim = (umax − cui(k − 1)),

bi(k) =

[
ũmax −ũmin ulim −ulim

]T
,

(4.21)

In this formulation, the specified objective function (4.20a) is convex as the obtained HM

is positive-semidefinite. The objective function is the result of setting the reference signal

to zero as the state deviations have to be mitigated. The system dynamics, including the

integral of state deviation, are presented by the constraint (4.20b). The corrections to the

predicted state based on the measurements are expressed by (4.20c) and (4.20d). Also,
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Algorithm 1: Proposed decentralized SC approach for voltage and frequency restora-
tion applied at each Si.

1 Inputs: ui(k), yi(k), 1 ≤ i ≤ N,N ≥ 2, yj(k)

2 Output: usc
i (k), 1 ≤ i ≤ N

3 if Si is islanded then
4 Initialize Ãi, B̃i, C̃i as per the AIM (4.13)
5 Initialize: x̃i = X0, P̃i = P0, usc

i = U sc
0 , k = 1

6 for k = 1, 2.... do
7 Apply the first sample of the previous iteration control update vector

usc
i (k − 1) to the Si

8 Compute the model inputs using PCC current and voltage measurements
(ui := (δpi, δqi))

9 AIM-based initial prediction of the states:
x̃i(k + 1) = Ãix̃i(k) + B̃i(ũi(k) + ∆usc

i (k))
10 Extrapolate the error co-variance matrix:

P̃i(k) = ÃiP̃i(k − 1)ÃT
i + wi(k)Q̃i(k)wi(k)

T

11 Dynamically synchronize AIM states based on the local (yϵi := (vϵi , ω
ϵ
i )) and

global (yϵj := vϵj) measurements (4.15)
12 Compute prediction model utilizing the AIM and the synchronized states

(4.16)
13 Obtain new optimal solution vector ũsc

i (k|Mu) over the horizon Mu by solving
P̃i(4.20)

14 Compute the current control update vector as:
usc
i (k|Mu) = ũsc

i (k|Mu) + ũsc
i (k − 1|Mu)

15 end
16 end

the ramp rate and the saturation for the DER power reference are represented by (4.20e).

The optimization variable ũi(k|M) is solved for every discrete sample (k), and the first

control value is used to generate the power reference signal for the PC, thus repeating in a

receding horizon fashion. The M is chosen such that the controller is internally stable and

offers reasonable transient performance for the identified T sc
s . For the RT implementation

Mu << M is used to reduce the computational complexity. The detailed steps for the closed-

loop control are described in Algorithm 1. The controller update sample usc
i (k) is δP sc

i and

δQsc
i for voltage and frequency restoration respectively.

4.4.6 Communication Network Performance

As the proposed architecture is decentralized, the frequency restoration that is based

on local PCC measurements is highly scalable to the larger distribution networks. However,

since voltage restoration requires global measurements, communication network performance

plays a major role in deciding the scalability of the proposed framework. Communication

network performance parameters such as packet latency and packet losses highly affect the

performance of the control application. During the packet loss, the proposed framework

facilitates two options. Firstly, previously received packet data can still be used for the state

deviation correction. Secondly, using the model predicted state deviation based on the PCC

power measurements can be used as an input to the prediction model. Thus, the framework
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TABLE 4.1: Electrical parameters of DERs and loading in the islanded section of IEEE 123 node
system

DER Ratings and corresponding LCL filter parameters
Parameters Symbols DER 1 (node 1) DER 2 (node 13) DER 3 (node 21) DER 4 (node 25)
Rated active and reactive power P,Q 500 kW, 200 kVar 200 kW, 80 kVar 400 kW, 160 kVar 150 kW, 60 kVar
Filter input inductor Li, Ri 352.7 µH, 2 mΩ 881.2 µH, 3 mΩ 440.9 µH, 2 mΩ 1200 µH, 3 mΩ
Filter output inductor Lo, Ro 5.3 µH, 1 mΩ 13.3 µH, 1 mΩ 6.6 µH, 1 mΩ 17.6 µH, 1 mΩ
Filter capacitor, damping resistor Cf , Rd 287.8 µF, 45 mΩ 115.1 µF, 112 mΩ 230.2 µF, 55.6 mΩ 86.3 µF, 148 mΩ

Phase-wise and total loading in the identified section of IEEE 123 node system
Parameters Symbols Phase A Phase B Phase C Total
Active power load PL 360 kW 80 kW 320 kW 760 kW
Reactive power load QL 180 kVar 40 kVar 160 kVar 380 kVar

is tolerant against packet losses. To consider the impact of packet latency on the proposed

framework, metrics for NDN-based and IP-based networks [155] are utilized. According

to this, a default of 10 ms of communication latency is considered between Si and Sj.

Nevertheless, to assess the scalability of voltage restoration for larger distribution networks

with higher DER integration that may lead to traffic congestion, higher communication

latency test scenarios are performed.

4.5 RT multi-core multi-rate MIL set up and Results

The proposed secondary controller is validated utilizing an island-able section of the IEEE

123 node system as shown in Fig. 4.4. The SS between node 18 and node 135, and between

node 13 and node 152 is always in an open state, while the one at node 149 (SS1) is con-

trollable. When SS1 is closed, all the DERs operate in the grid-following mode, tracking the

provided PQ set-points. When SS1 is open, the DERs share the load in the islanded system

using the primary droop controller given by (4.1a) and (4.1b). All four DERs are connected

to the distribution network through a ∆-Y g transformer.

The hierarchical primary and secondary control systems along with the IEEE 123 node

system, including DER models are implemented in RTLAB software and executed in the RT

simulator utilizing the OPAL-RT eMEGASIM platform. The selected IEEE 123 node feeder

along with the DER model is split across two cores and is executed with a sample time of

50 µs. The Artemis stub line is used to perform the three-phase distributed parameter line

model for the optimized RT simulation of Core 1 and Core 2. The hierarchical controller

layer is implemented with the time-scale separation of the primary (100 µs) and secondary

controllers (1 ms) with associated DERs. A software-based interrupt handler facilitates

this multi-rate hierarchical control execution. To achieve stable closed-loop operation, the

secondary controller needs to be executed at a much slower sample time in comparison to the

primary controller. Appropriate choice of the sample time is essential for the deployability

of control application in a chosen target hardware [156].

RTLAB OpComm blocks are used to communicate messages between different cores. The

controller layer gets the respective PCC voltage and current measurements and computes

the PWM signals for the IBRs of the DER models. The global voltage measurement from
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the measurement unit (MU) at node 149 is delayed by 10 ms (default communication la-

tency) before being utilized in the secondary controller. The proposed secondary controller

computes δP sc
i and δQsc

i signals for the primary controller droop laws represented in (4.6).

The IMPC quadratic problem (4.20) is solved using the MATLAB quadprog function. The

results of the proposed controller are compared against the decentralized optimal PI con-

troller proposed in the literature [12]. Phase-wise and total load in the islanded section and

the DER sizes and LCL filter parameters are mentioned in Tables 4.1. The system and

controller parameters are described in Tables 4.2.

Figure 4.4: RT set-up to validate the functionality of proposed secondary controller framework.

4.5.1 Discrete-time AIM-based Stability Analysis

AIM model for each of the DER subsystem (Si) is built utilizing the control parameters

provided in Table 4.2. The unconstrained IMPC has the analytical solution given by:

ũsc
i (k|M) = −H−1

i fi(k) = Kmpc
i xc

i(k) (4.22)

The impact of the IMPC controller gains on the closed loop system is assessed utilizing the

discrete root locus of (Ãi − B̃iK
mpc
i ). To achieve the closed-loop stability of the predictive

controller, Q̂i and R̂i weight matrix values are varied to understand the stability margin.

Fig 4.5a depicts the root locus of an Si, as the Q̂i weight matrix of voltage and frequency

restoration is varied (0.001 to 5), keeping other parameters in consistent with Table 4.2. The
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TABLE 4.2: System and controller parameters

System Parameters
Parameters Symbol Value
DER DC link voltage VDC 900 VDC
IBR Voltage Vp 480 V (RMS)
Grid Voltage V149 4.16 kV (RMS)
Grid Frequency ωp 60 Hz

Primary Controller Parameters (p.u.)
P − V droop coefficient KP 0.8
Q− ω droop coefficient KQ 0.5
Robust droop coefficient KV 1
Voltage controller gains (kv

p , k
v
i ) (2.8, 205.3)

Current controller gains (kc
p, k

c
i ) (0.37, 19.3)

PLL gains (kpll
p , kpll

i ) (0.19, 6.6)
Secondary Controller Parameters

Voltage deviation penalty Qvϵ 0.1
Frequency deviation penalty Qωϵ 0.1
Active power deviation penalty R∆p 0.5
Reactive power deviation penalty R∆q 5
Prediction horizon M 10
Covariance of the process noise Q̃ 1
Covariance of the measurement noise R̃ 0.1

eigenvalues are within the unit circle until the Q̂i values are less than 2.14 maintaining a

stable system. Similarly, Fig. 4.5b is obtained by varying the R̂i values from 0.0001 to 10

while other parameters are kept constant as per Table 4.2. The eigenvalues are observed to

be within the unit circle until R̂i values are more than 0.0014. When Q̂i and R̂i values are

varied some of the eigenvalues change from real to complex conjugate and vice-versa affecting

the damping of the system. Appropriate selection of values for Q̂i and R̂i that provide good

stability margin and faster transient response are mentioned in Table 4.2. From both root

locus plots, it is evident that the controller design is stable for the larger parameter range

ensuring the stability and robustness of the IMPC controller.

4.5.2 Analysis of Primary Controller and State Estimation

After islanding the network, Fig. 4.6a depicts the frequency and voltage observations at

the nodes where DERs are connected and at node 149 (node of interest) without enabling

the secondary controller. At 4 s, 100 kW, 50 kVar load is disconnected from the network,

and at 6 s the same load is added back. Both voltage and frequency are deviating from the

nominal values due to the effect of droop laws. Furthermore, voltages at different nodes are

at slightly different values due to the effect of line impedance while frequencies synchronize

to a common value. In Fig. 4.6, verification of state estimation is showcased. In the case

of frequency, steady-state values of model prediction (ω̂ϵ) and measured values (ωϵ) match

(as per Definition 1 ) unlike in the case of voltage (as per Definition 2 ). Kalman filter based

correction yields in (ω̂ϵ
c, v̂ϵc), matching the model prediction (ω̂ϵ, v̂ϵ) to the measurements
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(a)

(b)

Figure 4.5: Stability analysis of decentralized IMPC control by varying weight matrices. (a) Eigen-
value trajectory for the variation of Q̂i (0.001 to 5) (b) Eigenvalue trajectory for the variation of R̂i

(0.0001 to 10)
.

(ωϵ, vϵ), even during the transients.

4.5.3 Voltage and Frequency Restoration Post Islanding

As observed from Fig. 4.7a, until 2 s, in the presence of the substation node (150),

DERs are tracking their respective active power set-points in unity power factor mode. The

substation node absorbs the excess generation from the DERs and supplies the required

reactive power for the network. After the opening of the SS1, DERs in the network achieve

stable active and reactive power-sharing with the secondary controller being enabled. The

reasonable transients for around 200 ms are observed and all the four DERs share the total

load of 760 KW, 380 KVar, and the line losses in the system. From Fig. 4.7d, it is observed

that the proposed secondary controller regulates the system frequency and voltages (observed

at node 149) to the nominal values. Table 4.3 quantifies the proposed controller performance.

In the case of frequency restoration, the settling time for both methods is close enough,

however, the PI method leads to higher over/undershoots. In the case of voltage restoration,

the settling time of the proposed method showcases significant improvement even in presence
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(a)

(b)

Figure 4.6: Voltage and frequency without secondary controller (a) Primary Controller Responses
(b) Verification of the state estimation

of communication latency (10 ms).

4.5.4 Voltage and Frequency Restoration during Load Change

In the islanded system, at 4 s, 100 kW, 50 kVar load is disconnected from the network,

and at 6 s it is connected back. Fig. 4.7b and Fig. 4.7c depict the stable power-sharing

among the DERs during load decrease and load increase respectively. Fig. 4.7e and Fig. 4.7f

showcase the voltage and frequency restoration comparison between the proposed method

and the optimal PI controller-based method for load change events. As quantified in Table

4.3, the over/undershoots are lower for frequency restoration and faster voltage restoration

is achieved. From these test scenarios, it can be inferred that the predictive mechanism

facilitates faster restoration in comparison to the optimal PI control strategy.

4.5.5 Controller Performance during Fault Scenario

Three-phase short-term fault (ABCG) of 1 Ω resistance for 200 ms (from 5 s to 5.2 s)

is simulated at node 8 as shown in Fig. 4.7g. The fault leads to a voltage sag of 0.5 p.u.
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TABLE 4.3: Comparison of the proposed IMPC-based controller performance against the optimal
PI controller [12].

Application: Frequency and Voltage Restoration (FR, VR)
Performance: Settling time (s) Overshoot (%) Undershoot (%)
Test Scenario PI IMPC Improvement PI IMPC Improvement PI IMPC Improvement
Islanding (0.26, 0.65) (0.255, 0.2) (2%, 70%) (3.5, 12.3) (3.5, 12.3) (0%, 0%) (4.5, 12) (2, 10) (55%, 16%)
Load decrease (0.28, 0.6) (0.275, 0.15) (2%, 75%) (0.07, 2.5) (0.02, 2.5) (74.6%, 0%) (0.08, 0) (0.07, 0) (14.3%, 0%)
Load increase (0.25, 0.58) (0.245, 0.12) (2%, 80%) (0.08, 0) (0.07, 0) (14%, 0%) (0.07, 2.2) (0.02, 2.2) (74%, 0%)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.7: DER active and reactive power sharing and system parameters (voltage magnitude, and
frequency at node 149) in the secondary controller enabled islanded distribution system. (a) PQ
sharing after islanded (b) Load decrease in islanded system (c) Load increase in islanded system (d)
System parameters after islanding (e) System parameters after load decrease (f) System parameters
after load increase (g) Controller performance during a fault (h) Power sharing during and post
fault (i) Impact of communication latency

at node 149. In the IMPC framework, the constraints (umin, umax) for DER 1 and DER 3

are configured as 0, and 1.1 p.u., and for DER 2 and DER 4 are configured as 0 and 1 p.u.

As depicted in Fig. 4.7g, the IMPC framework generated an active power reference signal

(P sc) for the primary controller as per the terms of the mentioned constraints, and after

fault clearance, the framework generates the power reference signals same as the pre-fault

duration. Fig. 4.7h confirms the stable power-sharing of the DERs after the clearance of the

fault, and power-sharing continues to be the same as the pre-fault values. This test scenario

confirms that the proposed framework is robust and stable during the short-term faults in
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TABLE 4.4: Controller performance during grid events in presence of communication latency for
the voltage restoration.

Latency (ms) Settling time (s)
Islanding Load change

25 0.24 0.17
50 0.52 0.46
100 0.89 0.76
250 1.01 0.83
500 1.1 1.0

the grid, and the IBR ride-through capability is accomplished.

4.5.6 Impact of Latency on Voltage Restoration

Since frequency restoration depends on local PCC measurements, the solution is commu-

nication free. In the case of voltage restoration, various communication latency is considered,

and the results for the same are depicted in Fig. 4.7i. With the increase in latency, it is

observed that voltage restoration time is increased during the islanding event (at 2 s) and the

load change (at 4 s) as shown in Table 4.4. However, the framework is effective in achieving

stable voltage restoration. This test scenario confirms the scalability of the proposed frame-

work for larger distribution networks with a higher number of DER integration even during

unusual network traffic congestion.

4.5.7 Plug-and-Play Capability Performance Analysis

In this test scenario, as shown in Fig. 4.8, at 8 s DER 4 is disconnected from the network,

and it is connected back at 9 s. Before the DER 4 disconnection, all 4 DERs are sharing the

load in the network, and post 8 s, DER 4 active and reactive power reached zero as seen from

Fig. 4.8a. Since DER 4 is unavailable, the remaining 3 DERs increase the power-sharing

as per the droop law to meet the load demand. When DER4 is reconnected at 9 s, the

remaining 3 DERs reduce power-sharing.

Fig. 4.8b demonstrates the restoration of system voltage and frequency (measured at node

149) to their respective nominal values during plug-in and plug-out of DER 4. Thus, using

the proposed method, stable power-sharing is achieved and system voltage and frequency

are restored even when one of the DERs is seamlessly plugged in/out from the network

with acceptable transients. From Fig. 4.8 it is observed that the transients during plug-in

are different from those during plug-out. During plug-out, DER 4 disconnection leads to

a step-change in the load of the system. However, during plug-in, DER 4 connects to the

network with the initial dynamics of the primary controller. And, these dynamics influence

the power-sharing of the other DERs and the voltage/frequency restoration.
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(a) (b)

Figure 4.8: Validation of plug-and-play feature with the proposed framework. DER4 at node 25 is
plugged-out at 8 s and plugged in at 9 s. (a) Power sharing with the plug-out and plug-in of DER
4. (b) Voltage and frequency restoration with the plug-out and plug-in of DER 4.

4.5.8 Controller Performance with Noisy Measurements

To demonstrate the performance of the proposed controller when the measurements are

noisy, a white Gaussian noise level of σ2 = 1 is applied to the actual voltage (Vp) measurement

at all the PCC nodes where DERs are connected. For the simple illustration, in Fig. 4.9a, the

noisy measurement at node 1 is shown and the proposed SCs collectively restore the voltage

and frequency at POI without degradation. Fig. 4.9b depicts the reference signal generated

by the proposed SC is noise-free in comparison to the LQR method (no estimator). Thus the

approach without an estimator leads to the much-degraded system voltage and frequency

restoration as seen from Fig. 4.9a.

(a) (b)

Figure 4.9: The controller performance analysis for the measurements with the white Gaussian noise
(σ2 = 1) during the load change event. (a) Voltage and frequency restoration at the POI. (b) The
secondary controller generated a reference signal for the primary controller.

4.6 Summary

In this chapter, a decentralized secondary frequency and voltage control of MGs in the

distribution network is introduced. The proposed generic framework utilizes the AIM and lo-

cal state estimation techniques to solve the quadratic optimal control problem using IMPC

methodology. The frequency restoration solution is showcased without the need for com-

munication, and the design is robust against measurement noise and system disturbances.

Though voltage restoration requires a communication network, scalability and tolerance to-
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wards traffic congestion are showcased considering higher communication latency. Through

the MIL RT setup, it is shown that the proposed IMPC framework performs better than the

LQR control by delivering better transient performance and faster restoration. A generic

straightforward design that is insensitive to measurement noise, robustness against system

faults using the constraint IMPC framework, and plug-and-play capability enables stable

operation of 100% DER-based autonomous MGs in the distribution grid.



CHAPTER 5: Data-driven Decentralized Online System Identification-based Integral

Model Predictive Control of Voltage and Frequency

If you cannot measure it, you cannot

improve it.

Lord Kelvin

This chapter proposes a decentralized online system identification-based integral model

predictive control strategy for the voltage and frequency regulation in the Microgrids (MG).

The main advantage of the proposed architecture is that the approach is inherently adaptive

to changing system conditions and does not require the knowledge of system parameters. In

addition, as the decentralized system parameters are identified online utilizing local/global

measurements, the controller is robust against unknown system disturbances. The decen-

tralized nature of the proposed architecture evolved from an extended Kalman filter that

is utilized to synchronize the decentralized states of the identified model thereby enabling

a plug-and-play capability. The proposed controller is constructed utilizing the identified

augmented incremental model that incorporates optimal integral action required to mitigate

the steady-state errors in the MG voltage and frequency. Furthermore, controller formula-

tion as a quadratic optimization problem including the constraints limits the control inputs

within the bounds during electric faults thus assisting the downstream primary controller

in accomplishing ride-through capability. The proposed framework is validated utilizing a

section of the IEEE 123 bus distribution network for the different grid events including the

effect of communication latency. Model-in-the-loop real-time simulation results demonstrate

that the proposed framework offers significant transient performance improvement compared

to the optimal PI strategy, especially around 50% faster regulation, when the communication

latency is considered.

5.1 Introduction

The integration of distributed energy resources (DERs) into the power grid has rapidly

increased in recent years. A group of DERs in the network can form a microgrid (MG) that

can be operated as grid-connected or as an island [142]. A DER is usually interfaced with the

power grid through the inverter-based resource (IBR) that couples the DC energy resources to

the AC power grid. To share the load power among the multiple IBRs in an islanded MG, the

droop technique is commonly adopted as a part of the IBR primary controller [81]. However,

voltage and frequency in the MG are not maintained at the respective nominal values due



76

to the nature of the droop laws [52, 142]. This is the requirement for the development of

secondary control layer that can provide appropriate power reference signals to the primary

controller to regulate the voltage and frequency.

Conventional centralized secondary control frameworks are highly dependent on the data

availability and are prone to a single point of failure [7,8]. The distributed secondary control

frameworks utilize sparse communication structures to share the critical state information

among the neighboring nodes, and hence are less prone to operational failure. However, with

the high penetration of DERs, distributed frameworks pose design complexities and scala-

bility concerns [14, 15]. Decentralized secondary control frameworks require minimum or no

communication infrastructure and are scalable with large-scale DER integration [12,146,157].

Detailed network model-based decentralized solution approaches require expensive compu-

tational resources at the grid edge leading to deployability challenges [146,157]. In Ref. [12],

optimal PI control parameters are identified from the quadratic cost function to achieve the

frequency regulation. Though the control strategy utilizes a lower-order model, the droop

control-associated parameters may not be available from the various IBR manufacturers,

and the formulation can not be extended to accommodate the system constraints. More-

over, system model mismatch and uncertainties in large-scale networks may lead to unstable

controller behavior [40]. Therefore, decentralized data-driven optimal control approaches

have the potential applicability in the case of large network-based MGs.

To meet the various MG level control objectives in the distribution network, different

data-driven strategies are proposed in the literature utilizing machine learning techniques

[103, 158–160]. The strategies adopt deep reinforcement learning and deep neural network

techniques to model the distribution system dynamics [103,158,159]. These methods require

intensive training (learning) and thus are not feasible for decentralized control in several

instances. However, it is showcased that the voltage/frequency regulation and power-sharing

can be achieved using the online tuned neural network avoiding the training phase [160].

The feasibility of such architecture is poor as it cannot work in an unbalanced distribution

grid wherein dedicated positive and negative sequence (PNS) IBR controllers are required

to maintain the network voltage balance. Moreover, the methodology requires interaction

among DERs, thus posing design challenges for large-scale DER integration.

Another body of work offers a data-driven solution based on the identification of the un-

derlying system dynamics by learning the relationship between the system states and control

inputs [40–42, 161]. For example, in [40], linear time-varying dynamics are learned and op-

timal power injection from the DERs to minimize generation cost is achieved through the

design of an estimator and controller. However, a major drawback of the design is the perfor-

mance degradation of the estimation process during significant load variability. The authors
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in [41] utilize a measurement-based partial form dynamic linearization technique to develop

an adaptive dual-droop primary control scheme. However, the cooperative secondary control

for voltage and frequency regulation has a dependency on the communication network. In

[42], the radial distribution network parameters are learned based on the limited measure-

ment data to achieve voltage regulation. The work does not consider the DER dynamics

and is not suitable for DER-based meshed MGs. Moreover, both works [41,42] need further

research investigation to make them feasible for unbalanced distribution networks. The H2

optimization method is proposed in [161], which combines primary and secondary controllers

in an MG without performing system identification. The method however fails to account

for the nonlinearities in the network dynamics at different operating points.

In the aforementioned works, the data-driven optimal control methods do not formulate

the predictive model and the system constraints. This would deteriorate the controller’s

performance during electric faults and communication delays. A distributed model predic-

tive control (MPC) approach proposed in Ref. [149] does not depend on droop and network

parameters. However, the method has a communication dependency on neighboring control

subsystems that may lead to scalability issues. Furthermore, the formulation does not make

use of the constraint capability of the MPC method. Recent work on robust MPC to per-

form reference tracking subject to state/input constraints and uncertainties is proposed in

[162]. The control scheme utilizes a centralized approach thus infeasible for large-scale DER-

integrated distribution networks. In another recent work, a time-varying reference tracking

control with system constraints and unknown additive disturbances is proposed [163]. The

method uses a robust feedback law with certain degrees of conservativeness, leading to the

compromised optimal solution. Such methods may not be suitable for decentralized appli-

cations as the aggregated effect of the compromised optimality at every subsystem can be a

threat to the overall system behavior.

5.2 Research Contributions

In summary, the primary limitation of the existing data-driven optimal control methods

are the need to have interactions among the subsystems, performance degradation due to non-

linear network dynamics, and their inability to utilize the MPC constraints effectively. With

this motivation, a novel decentralized system identification-based integral MPC (IIMPC)

technique to achieve the secondary control objectives of the islanded MG is proposed in this

chapter. The main contributions of the proposed framework in comparison to the previous

implementations in the literature are:

• The control framework harnesses an identified low order high fidelity grid characteri-

zation model and estimator to meet the MG level control objective. The decentralized

controller offers a computationally less expensive solution hence feasible for deployment
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in grid-edge devices.

• IIMPC input constraints are formulated to assist the primary controller in achieving

ride-through thereby assuring the IBR ride-through capability during electric faults.

• The framework is a communication-free solution for frequency regulation and a global

measurement-based solution for voltage regulation. Since the decentralized control

subsystems do not exchange data, design scalability is achieved.

• The proposed optimal control ensures stable active and reactive power sharing among

the IBRs. The augmented model incorporates an integral effect on outputs and the

predictive control mechanism speeds up the regulation of MG frequency and voltage.

• The architecture is inherently adaptive to the changing system conditions and foolproof

against generation loss, communication latency, and electric faults as verified by the

real-time (RT) model-in-the-loop (MIL) simulation.

Notation: R and Rr stands for the real space and r dimensional Euclidean space, respectively.

A diagonal matrix is represented as diag(x1, ...xn), where x1, ...xn are the diagonal entries.

The representation
∑M−1

i=0 yTk+iQiyk+i is written in compact form as yTk|MQyk|M where yk ∈ Rr,

Q ∈ RMr×Mr and Q := diag(Qi) ∀i = 0, 1, ...M . The vector y of length M at kth instance

is represented as: yk|M = [yk|k, yk+1|k, ....yk+M−1|k].

5.3 System Overview

In this section, details of the power distribution network, and primary controller followed

by a secondary controller associated with DERs are provided.

5.3.1 Distribution Network Characteristics

Fig. 4.1 depicts the high-level architecture of the power distribution system with the DER

integration. The DERs are asynchronously coupled to the AC power grid at the point of

common coupling (PCC) through power electronic converters and LCL filter with a damping

resistor (Rd), termed as IBRs. Usually, an IBR output AC voltage is less than the network

line voltage. Hence, a ∆ − Yg transformer interfaces an IBR to the network line. A smart

switch (SS) is a controllable breaker that can be tripped or closed to isolate or reconnect

a part of the network to a substation node or to another MG at a point of interconnection

(POI).

To design the primary controllers of IBRs, network characteristics play a critical role [28].

Major characteristics of the distribution network are, a) they have low X/R compared to

the bulk power grid, b) due to many single-phase and two-phase laterals, the network is

unbalanced [50]. There are two types of IBRs designed by considering the aforementioned

network characteristics, viz., grid-forming IBRs to supply negative sequence currents to
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balance the network voltage and grid-following IBRs to track voltage angle at PCC thereby

delivering or sharing power along with other IBRs. The control strategy for such IBRs

must enable efficient operation in the presence and absence of the substation node, basically

forming an MG [81]. Details of the control architecture including primary and secondary

loop design are discussed next.

5.3.2 Description of Primary Controller

Typically, the primary controller has inner current and voltage control loops followed

by a power control loop. Sophisticated positive and negative sequence-based current and

voltage loops are designed for the IBRs with different objectives. For a grid-forming IBR,

these control loops enable the supply of negative sequence currents to maintain the network

voltage balance. For the grid-following inverters, these control loops suppress the supply of

negative sequence currents [136]. Both IBRs have a current limiter to facilitate the ride-

through capability in case of faults [81].

The power control loop incorporates a low pass filter (LPF), and a robust droop law [29]

with overall closed-loop dynamics slower than the inner current and voltage loops. The

droop correlation for a low X/R network is of the form P − v, Q− ω [28] as given in (5.1):

vi = v∗ − ni(Pi − P ∗
i ) +Ke

i (v
∗ − vi) (5.1a)

ωi = ω∗ +mi(Qi −Q∗
i ) (5.1b)

where v∗, ω∗, P ∗
i , Q

∗
i are voltage, frequency, active power, and reactive power set-points re-

spectively, ni,mi, K
e
i are the droop coefficients, and LPFed active (Pi) and reactive power

(Qi) at PCC is given by:

Ṗi = ωc
i (pi − Pi) (5.2a)

Q̇i = ωc
i (qi −Qi) (5.2b)

where ωc
i is the corner frequency of LPF, pi and qi are the measured active and reactive

power shared by ith IBR. Since the power control loop dominates the overall dynamics of the

IBR, it can be used to represent the reduced-order IBR model for the design of the secondary

controller [12].

5.3.3 Description of Secondary Controller

From (5.1), it is evident that the change in the power-sharing leads to a deviation of voltage

and frequency from the nominal values. To design an MPC controller that can mitigate

steady-state voltage and frequency errors, a high-fidelity model capturing the IBR dynamics

is necessary. By substituting (5.1) in (5.2), for LPFed active and reactive power, droop
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parameter and LPF parameter-based first order voltage and frequency dynamics equations

are obtained [12,149].

Since it is assumed that the IBR parameters are unavailable, a data-driven representation

for the voltage and frequency dynamics at PCCi can be represented as:

v̇ϵi = avi v
ϵ
i + bvi pi (5.3a)

ω̇ϵ
i = aωi ω

ϵ
i − bωi qi (5.3b)

where vϵi ≊ v∗i − vi and ωϵ
i ≊ ω∗

i − ωi are the measured PCC voltage and frequency steady-

state errors respectively due to the droop laws of the primary controller; avi , aωi , bvi , bωi , are

the time-varying parameters to be identified. Voltage and frequency measurements are used

to estimate model parameters, and states accurately, before utilizing them in the IIMPC

controller. IIMPC controller computes new active (P sc
i ) and reactive (Qsc

i ) power references

for the primary controller (applied to (5.1), P ∗
i := P sc

i , Q∗
i := Qsc

i ) such that voltage and

frequency are maintained at the respective nominal values (v∗, ω∗), at the POI in the network.

5.4 Mathematical Preliminaries and Problem Formulation

In this section, the decentralization approach for the large-scale islanded MG is discussed.

The approach will provide a platform to devise a data-driven IIMPC methodology discussed

in Section 5.5.

5.4.1 Large Signal Dynamic Model of an Islanded MG

While (5.3) provides the IBR dynamics, the power delivered by the IBRs at the system

level is governed by the network flow represented in terms of power flow equation (5.4a) and

(5.4b).

pi = v2iGii −
N∑

j=1,j ̸=i

vivj|Yij|cos(δi − δj − θij) (5.4a)

qi = −v2iBii −
N∑

j=1,j ̸=i

vivj|Yij|sin(δi − δj − θij) (5.4b)

where |Yij|=
√

G2
ij +B2

ij, admittance angle θij = arctan(Bij/Gij). For distribution networks

with low X/R ratio, closed-loop dynamics from (5.3) and (5.4) is obtained as:

v̇i = bviGiiv
2
i + avi vi − bvi

N∑
j=1,j ̸=i

vivj|Yij|cos(δi − δj − θij) (5.5a)

ω̇i = bωi Biiv
2
i + aωi ωi + bωi

N∑
j=1,j ̸=i

vivj|Yij|sin(δi − δj − θij) (5.5b)



81

The model in (5.5) is the nonlinear representation of voltage and frequency dynamics at the

respective PCCi that depends on DER and network parameters. Thus generic nonlinear

dynamics at a given PCCi is represented as:

ẋi(t) = f(xi(t), xj(t), ui(t), ξi(t)) (5.6)

where xi(t) := [vi, ωi]
T
i∈N , xj(t) := [vj]

T
j∈N are the fully observable states of the MG available

at PCCi, ui(t) := [pi, qi]
T
i∈N are the control inputs, and ξi(t) ∈ [Ri]i∈N are the exogenous

system disturbances observed at PCCi, due to load changes, IBR losses, electric line faults

or such similar events.

5.4.2 Synchronization of Local and Global States

A decentralized controller is formulated through a system characteristic identification,

based on the local measurements and correcting the necessary states as per the global mea-

surements. A generic nonlinear model for predicting the PCCi state deviation from the

nominal values (x̂i(t) := [v̂ϵi , ω̂
ϵ
i ]
T
i∈N ) given the power delivered (ui(t) := [pi, qi]

T
i∈N ) by the

DERs can be represented as a decentralized function:

˙̂xi(t) = f̂(x̂i(t), ui(t)) ∀i ∈ N (5.7)

The model (5.7) is obtained as a result of the least-square estimation applied on the known

input (ui(t)) and the observed output samples (yi(t)). This leads to the identification of

time-varying model parameters θ̂i(t) := [Ai(t) Bi(t)]
T .

Let there be a global unique point such as POI in the MG at which voltage (vϵg) and

frequency (ωϵ
g) need to be regulated to the nominal values. In the case of frequency, observa-

tions at various PCCs synchronize to the same value since the network impedance between

PCCs does not influence the frequency. Therefore, for a global state such as frequency, the

model defined in (5.7) offers a high-fidelity prediction.

Definition 1: For a local observation of the global state deviation such as frequency (ωi
ϵ),

the steady state error between the predicted deviation with the identified model (θ̂i) and the

observed state deviation at the POI (ωϵ
g) is verified by :

lim
t→∞
|ωϵ

g(t)− ω̂ϵ
i (t)| = 0 =⇒ ω̂ϵ

i (t) ≃ ωϵ
g(t)

In the case of voltage, observations at various PCCs do not synchronize to the same value

since the network impedance between PCCs does influence the voltage. Therefore, for a local

state such as voltage, the model defined in (5.7) offers a low-fidelity prediction.

Definition 2: For a global observation of a local state deviation such as voltage (vi
ϵ), the
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steady-state error in the predicted voltage deviation with the identified model (θ̂i) and the

observed state deviation at the POI (vϵg) is verified by :

lim
t→∞
|vϵg(t)− v̂ϵi (t)| ≤ ϵi(t) =⇒ v̂ϵi (t) ̸= vϵg(t)

Thus, further correction to the local state prediction is required based on the observation

of the voltage at the POI. The Kalman filter estimation is extended to achieve the required

correction (5.8). The design framework is discussed in Section 5.5.2.

˙̂xi(t) = f̂(x̂i(t), y
ϵ
g(t), ui(t)) ∀i ∈ N (5.8)

Both model (5.6) and (5.7) have O(n) computation complexity. The model (5.7) requires

no communication and the model (5.8) requires sparse communication (local node interacts

only with the global node - POI), in comparison to the model (5.6) that requires dense

communication infrastructure with O(Nn) complexity.

5.4.3 Formulation of Data-driven Decentralized System Dynamics

A set of N IBR-based DERs are interfaced to an unbalanced, low X/R distribution network

at spatially different nodes termed as PCCs. The decentralized system dynamics that has to

be identified can be defined as a set of subsystems at PCCs Ŝ := [Ŝ1, Ŝ2, ..Ŝi..., ŜN ] ∀i ∈ N .

Furthermore, the unique global measurement point at POI is represented as Sg, at which

voltage and frequency have to be regulated to nominal values. With the assumption of avail-

ability of measured POI states (Sg) at each of the decentralized system Ŝi all the estimated

states of Ŝi can be synchronized using extended Kalman filter (EKF). Autoregressive with

exogenous input (ARX) model incorporating EKF for the identified discrete-time decentral-

ized system dynamics is represented as Ŝi = f(x̂ϵ
k, uk, y

ϵ
k, y

gϵ
k ) and its state-space model as in

(5.9) (i is omitted on the right-hand side for simplified representation).

Ŝi =


x̂ϵ
k+1 = Âkx̂

ϵ
k + B̂kuk + K̂kek

ygϵk = Ckx̂
ϵ
k + ek

(5.9)

where k is the discrete-time sample, x̂ϵ
k ∈ X̂i := [v̂ϵk ω̂

ϵ
k]

T ⊆ R, uk ∈ Ui := [pk qk]
T ⊆ R, yϵk :=

Ckx̂
ϵ
k = [vϵk ωϵ

k]
T ⊆ R, ygϵk ∈ Yi := [vgϵk ωgϵ

k ]T ⊆ R, Âk := diag(âvk, â
f
k), B̂k := diag(b̂vk, b̂

f
k),

Ck := diag(cvk, c
f
k), ek = ygϵk − yϵk and K̂k is the estimated Kalman gain matrix. The Ŝi

representation in (5.9) compensates for any steady-state error arising from the network dis-

turbance and estimated model mismatch.

5.5 Decentralized IIMPC Framework

Fig. 5.1 depicts the scheme of the proposed data-driven controller. In this formulation,
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controller subsystems (S1....Si...SN) independently generate control signals (usc
i ) without

requiring communication between subsystems. The observed voltage at POI (Sg) is commu-

nicated to the respective subsystems (Si) at PCCs. The global measurement is yϵg represented

as the function of latency and a common latency value is assumed (d1 = di = dN = d0).

In this section details of the proposed framework are discussed (to reduce the notational

burden, subscript i as a DER number is omitted).

Figure 5.1: Proposed data-driven hierarchical decentralized IIMPC framework suitable for frequency
and voltage regulation.

5.5.1 Online Identification of the Subsystem Dynamics

Let the (pk, qk) ∈ uk are the inputs and (vϵk, v
gϵ
k , ωϵ

k) ∈ yk are the outputs of the system to be

identified. As the IBR droop control is typically designed with low bandwidth, the measured

outputs and inputs are passed through LPF with corner frequency ωc, as represented in

(5.10),

ȳk = αȳk−1 + (1− α)yk, ūk = αūk−1 + (1− α)uk (5.10)

where α = e(−ωcT sc
s ), with T sc

s as sampling rate, filtered output and inputs are given by

(v̄ϵk, v̄
gϵ
k , ω̄ϵ

k) ∈ ȳk, and (p̄k, q̄k) ∈ ūk respectively.

To obtain the IBR-grid interaction model of (5.3), the decoupled characteristics between

v̄ϵk and p̄k, and ω̄ϵ
k and q̄k are independently identified online based on the recursive least

square (RLS) estimation given by (5.11),

min V (θ̂k) =
k∑

i=1

λk−i (ȳk − ϕT
k θ̂k) + γ∆ȳk (5.11)

where γ := {0, 1} is the parameter that defines the nature of the state, (1 for global state

and 0 for local state), ∆ȳk = (ȳgϵk − ȳk) is the observed error between the global and local

state, ϕ holds the observed data based on the order of identification, and the λ ∈ (0, 1] is

the forgetting factor.
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The RLS scheme with exponential forgetting estimates the parameters (θ̂k) based on the

observations (ȳk) recursively using the update rule (5.12) by computing Kk and Pk at every

time-step given in (5.13).

θ̂k = θ̂k−1 +Kk(ȳk + γ∆ȳk − ϕT
k θ̂k) (5.12)

Kk =
Pk−1ϕk

λ+ ϕT
k−1Pk−1ϕk−1

, Pk =
1

λ
(1−Kkϕ

T
k )Pk−1 (5.13)

The first order estimated parameters ([ak, bk] ∈ θ̂k) are used to represent the discrete-time

linear time variant (LTV) system as given by the ARX model (5.14),

x̂k+1 = akx̂k + bkūk + wk (5.14)

where the predicted states are ([v̂ϵk, ω̂ϵ
k] ∈ x̂k), the inputs as ([p̄k, q̄k] ∈ ūk), and wk is the

unknown measurement noise.

5.5.2 Augmented Model Incorporating the Integral Action

The first order model of (5.14) is converted into an augmented incremental state space

model that is insensitive to disturbances and noise as described by (5.15),

x̃k+1︷ ︸︸ ︷
∆x̂ϵ

k+1

ȳϵk

ūk

 =

Ãk︷ ︸︸ ︷
ak ∆ak ∆bk

c 1 0

0 0 1



x̃k︷ ︸︸ ︷
∆x̂ϵ

k

ȳϵk−1

ūk−1

+

B̃k︷ ︸︸ ︷
bk

0

1


ũk︷ ︸︸ ︷[

∆ūk

]

[
ȳϵk

]
︸︷︷︸
ỹk

=

[
c 1 0

]
︸ ︷︷ ︸

C̃


∆x̂ϵ

k

ȳϵk−1

ūk−1


︸ ︷︷ ︸

x̃k

(5.15)

where Ãk ∈ Rm×m is the system matrix, B̃k ∈ Rm×n is the control input matrix, C̃ ∈ Rr×m

is the output measurement matrix.

The model states, inputs, and outputs are identified as follows. In the case of voltage

regulation problem: x̃k :=

[
∆v̂ϵk v̄ϵk−1 p̄k−1

]T
, ũk := ∆p̄k, ỹk := v̄ϵk, and for the frequency

regulation problem: x̃k :=

[
∆ω̂ϵ

k ω̄ϵ
k−1 q̄k−1

]T
, ũk := ∆q̄k, ỹk := ω̄ϵ

k. The incremental state-

space model of (5.15) is obtained from (5.14) as per the principles of the LTV system, where

for all time-varying signals (x̂ϵ
k, ȳ

ϵ
k, ūk, ak, bk) ∈ s are represented in the form: sk = sk−1+∆sk.

Remark: Droop laws lead to the deviation of voltage and frequency, and the integral action

on voltage and frequency errors is necessary to regulate them to nominal values [75]. The

augmented incremental model in (5.15) derived from LTV first-order model (5.14) inherits
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the integral action on the model output.

Proof: For the measured state deviation signal (ȳϵ), at the sample k, the integral action is

given by:

ȳϵk = T sc
s ȳϵk + ȳϵk−1 =⇒ T sc

s ȳϵk = ȳϵk − ȳϵk−1 = ∆ȳϵk = c∆xϵ
k (5.16)

Thus the representation of integral action is given by: ȳϵk = c∆xϵ
k + ȳϵk−1. However, the

resultant representation of (5.15) is: ȳϵk = c∆x̂ϵ
k + ȳϵk−1. Therefore, to incorporate the valid

output integral action in the incremental model, the necessary condition is: (x̂ϵ ≃ x̄ϵ). Since

the respective frequency and voltage, measurements are available to all the subsystems at

PCCs, c = 1 is considered in this proof.

As per Definition 2, further correction to the local state prediction is required based on

the global observation of the voltage (ȳgϵk ) at the POI. The Kalman estimation technique is

extended to correct the predicted state deviation by calculating appropriate Kalman gain

(K̃). Kalman gains dictate how much the model predicted state values need to be corrected

for as per the given observation represented in (5.15),

x̃c
k = x̃k + γK̃k(ȳ

gϵ
k − C̃x̃k) (5.17)

where K̃k ∈ Rm×1 is the Kalman filter gain matrix computed as K̃k =
P̃kC̃

T

C̃P̃kC̃T + R̃
, and the

extrapolation of the error co-variance matrix P̃k = ÃP̃k−1Ã
T + Q̃. If x̃k are global states,

then γ = 0, and no further correction is necessary. The corrected state estimation (x̃c
k) is

further used in the prediction and optimization module.

5.5.3 Formulation of Optimal Control with the Constraints

Utilizing the estimated states from (5.15) and (5.17), the prediction model (PM) [88] for

the finite prediction horizon of next M time steps is given by:

ỹk+1|M = pM + Fuũk|Mu , (5.18)

where pM = OM Ãkx̃
c
k, FM = [ OM B̃k TM ], and Fu is defined from all rows in FM and the

first nMu columns (Fu ∈ RrM×Mun). The extended observability matrix (OM) is computed

based on Ãk, and C̃ and TM ∈ RrM×(M−1)m is the standard Toeplitz matrix.

The decentralized control problem P̃i formulated with a value function J̃k(ỹk+1|M , ũk|Mu)

associated with the ith subsystem Ŝi is given by:

P̃i := min
ũ

J̃k = ỹTk+1|MQỹk+1|M + ũT
k|Mu

Ruũk|Mu (5.19)
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where Mu is a control horizon such that 1 ≤ Mu ≤ M , Q ∈ RrM×Mr and Ru ∈ RnMu×Mun

are the positive definite symmetric weighting matrices, ỹk|M and ũk|Mu are the PM (5.18)

outputs and inputs respectively. Since P̃i is a regulation problem, reference values are zero in

the value function. The solution of P̃i generates reference signals to the respective primary

controller such that steady-state voltage and frequency errors are eliminated.

During extreme events such as faults in the system, output variables ȳk may experience

sag or swell. This may lead the IIMPC controller to generate an unrealistic power reference

signal to the primary controller leading to unstable operation. Therefore it is necessary to

design the control variable constraints with the range of [umin, umax], such that the IIMPC

controller generates the bounded power reference. This is achieved by designing appropriate

inequality constraints for the control variable by specifying the rate of change of the control

variable as in (5.20a) and the control variable magnitude constraint as in (5.20b).

ũmin ≤ ∆ ũk|Mu ≤ ũmax (5.20a)

umin ≤ ũk|Mu ≤ umax (5.20b)

The inequality constraints in (5.20) must be reduced to a form to include only the optimiza-

tion control variable (ũk), hence the representation is reduced as in (5.21) [88].

ũk|Mu = Su∆ũk|Mu + cuũk−1 (5.21)

where Su ∈ RMun×Mun, cu ∈ RMun×n

Su ≜



In 0n · · · 0n

In In · · · 0n
...

... . . . ...

In In · · · In


, cu ≜



In

In
...

In


In is the n × n identity matrix and 0n is the n × n zero matrix. The performance index

(5.19) along with the constraints (5.21) is applied on the PM (5.18) resulting in a quadratic

function of the standard form:

min
ũ

J̃k = (ũk|Mu)
THk(ũk|Mu) + 2(fk)

T (ũk|Mu) (5.22a)

s.t. x̃k+1 = Ãkx̃k + B̃kũk ∀k = 1, 2, ...M − 1 (5.22b)

x̃c
k = x̃k + γK̃(ȳgϵk − C̃x̃k)∀k = 1, 2, ...M − 1 (5.22c)

ỹk+1|M = pM + Fuũk|Mu ∀k = 1, 2, ...M − 1 (5.22d)

Aũk|Mu ≤ bk ∀k = 1, 2, ...Mu − 1 (5.22e)
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Algorithm 2: Data-driven closed-loop controller using IIMPC scheme executed in
each of the subsystem Si.

1 Input: uk, y
ϵ
k, y

gϵ
k , ∀k = 1, 2, ....M , initial state x0

2 Output: usc
k , ∀k = 1, 2, ....M

3 Initialize: x̃k = X0, P̃k = P0, usc
k = U sc

0 , k = 1
4 for k = 1, 2.... do
5 Calculate the inputs to the model using PCC current and voltage measurements

uk := (pk, qk)
6 Calculate the outputs of the model using PCC and POI voltage measurements

yϵk := (vϵk, ω
ϵ
k), y

gϵ
k := (vgϵk , ωgϵ

k ) respectively
7 Use LPFed model I/Os to estimate the model parameters solving (5.11)

recursively through (5.12)
8 Compute the augmented model matrices: Ãk, B̃k, C̃ using identified model

parameters of (5.14)
9 Predict the states of the augmented model in the closed loop as:

x̃k+1 = Ãkx̃k + B̃k(ũk + usc
k )

10 if γ = 1 then
11 Correct the states of the augmented model through EKF using (5.17)
12 end
13 Compute pM and Fu as per the prediction model represented in (5.18)
14 Calculate Hk, fk, A and bk according to (5.23)
15 Solve (5.22) to get optimal control solution vector ũsc

k|Mu
over the prediction

horizon M
16 Compute the control update variable using the first sample ũsc

k|k of the solution
vector (ũsc

k|Mu
) as: usc

k = ũsc
k|k + usc

k−1

17 end

where

Hk = F T
u QFu +Ru, ∀k = 1, 2, ...Mu − 1

fk = F T
u QpM , ∀k = 1, 2, ...Mu − 1

A =

[
I(nMu,nMu) −I(nMu,nMu) Su −Su

]T
,

bk =

[
ũmax −ũmin umax − cuuk−1 −umin + cuuk−1

]T
∀k = 1, 2, ...Mu − 1

(5.23)

The aforementioned objective function (5.22a) is convex since the Hessian matrix Hk ∈

RnMu×Mun is positive-semidefinite. State prediction based on identified system parameters

and the inputs is given by the constraint (5.22b). The constraint (5.22c) describes the

correction to the local state prediction based on the global measurement. The PM based on

the corrected states is provided in (5.22d). The linearized inequality matrix form of (5.22e)

limits the ramp rate and power reference amplitude before sending them to the primary

controller. The IIMPC controller solves the optimization variable vector ũk|Mu every time

step (k), and the first value is used to generate reference signals to the downstream primary

controller. The computation of P sc
k and Qsc

k is thus carried as usc
k = ũsc

k|k + usc
k−1 for the

respective voltage and frequency regulation. The complete flow of the control scheme is

provided in Algorithm 2.
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5.5.4 Controller Feasibility and Stability Analysis

The theoretical properties of the proposed IIMPC are analyzed in this section. Initially,

the recursive feasibility is established for the IIMPC control scheme followed by guaranteed

regulation of the system outputs under Lyapunov criteria. The core question of recursive

feasibility is when (5.22a) has a solution at k, then after a discrete time update k := k + 1,

with different initial state and control variable value, still (5.22a) has the feasible solution?

The analytical solution to (5.22a) without considering (5.22e) is:

ũsc
k|k = ∆ūsc

k|k = −H−1
k fk = Kmpc

k xc
k ∀k = 1, 2... (5.24)

where Kmpc
k = −H−1

k F T
u QOM Ãk. Recursive feasibility is validated by proving the feasibility

of the constraint (5.22e) for k := k + 1 as per Farkasâ lemma [164].

Lemma 1: Let A ∈ R, and b ∈ R then either there is ũ ∈ R, such that Aũ ≤ b or there is

y ∈ R such that y ≥ 0, yTA = 0 and yT b < 0.

Proof : Given the xc
k and usc

k , the question of feasibility is given by:

∃usc
k+1 ∋ Aũsc

k+1 ≤ b =⇒ AKmpc
k+1x

c
k+1 ≤ b (5.25)

By substituting the state equation of (5.9) in (5.25),

∃usc
k+1 ∋ AK

mpc
k+1 B̂kuk ≤ b−AKmpc

k+1(Âkx̂
ϵ
k + K̂kek) (5.26)

Let F := AKmpc
k+1 B̂k, then according to Farkasâ lemma, infeasibility to (5.26) is equivalent to

satisfying vector y with below constraints:

y ≥ 0, yTF = 0, yT (b−AKmpc
k+1(Âkx̂

ϵ
k + K̂kek)) < 0 (5.27)

Since Ru is positive definite, F > 0, hence y = 0 must be true. So the third constraint of

(5.27) is not satisfied. Therefore, (5.22a) is recursively feasible.

Lemma 2: If the solution to optimization problem (5.19), subject to the constraint (5.25) is

feasible at the initial time ũsc
k|k, then the predicted control variable ũsc

k+1|k, for the closed loop

identified system (5.12) with the state correction as per (5.9), is bounded and asymptotically

converges to zero.

Proof : The assumption for this proof is that the optimization problem (5.19) in Lemma 1

is recursively feasible. Without the loss of generality, the length of prediction and control

horizon is assumed to be the same (M). The stability is analyzed by considering the optimal

cost of J̃k in (5.19) as a Lyapunov candidate function Vk := J̃sc
k . Let the optimal control
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sequence at instance k is: ũsc
k = [usc

k|k, u
sc
k+1|k, ....u

sc
k+M |k], then let candidate control sequence

at (k + 1)th instance is: ũsc
k+1 = [usc

k+1|k, u
sc
k+2|k, ....u

sc
k+M |k, K

mpc
k+Mxc

k+M |k], where Kmpc
k+Mxc

k+M |k

is the state feedback element. Now the Lyapunov candidate function at (k + 1)th instance

is the optimal cost of J̃k+1 represented as Vk+1 := J̃sc
k+1. The cost function J̃k+1 including

terminal cost (∀k = M,M + 1....∞) is given by,

J̃k+1 = ỹTk+1|∞Qỹk+1|∞ + ũscT
k+1|∞Rũsc

k+1|∞ (5.28)

The representation of (5.28) can be arranged as (5.29), by adding and subtracting the initial

cost,

J̃k+1 = ỹTk|∞Qỹk|∞ + ũscT
k|∞Rũsc

k|∞ −
(
ỹTk Qỹk + ũsc

k
TRũsc

k

)
(5.29)

J̃k+1 = Jsc
k −

(
ỹTk Qỹk + ũsc

k
TRũsc

k

)
=⇒ J̃sc

k+1 ≤ J̃k+1 (5.30)

From (5.30), the Lyapunov inequality of condition for asymptotic stability (∆Vk ≤ 0) is

reached. The feasibility of the terminal constraint of the cost function is obvious from the

recursive feasibility of Lemma 1. This completes the stability proof.

5.5.5 Impact of Communication Latency

The global voltage measurement (vϵg ∈ yϵg) is a function of communication latency when

utilized at each of S̃i. In the case of decentralized frequency regulation, local PCC frequency

measurement is sufficient to achieve POI frequency regulation (ωϵ
i /∈ yϵg) as per Definition 1,

hence communication latency has no impact. In the case of decentralized voltage regulation,

a fixed communication delay of d0 is modeled before utilizing the voltage value at each of

S̃i. The constant latency of d0 =10 ms is assumed based on the verified metrics from the

literature applicable to IP-based and NDN-based networks [155]. Moreover, since large-scale

networks with higher DER penetration may lead to higher latency, the suitability of the

proposed framework for higher latency is verified through latency up to 100 ms.

5.6 Real-Time (RT) multi-rate Model-in-the-Loop (MIL) Test-Bed and Results

Fig. 4.4 depicts the IEEE 123 node network with four DERs integrated at different nodes.

DERs in the network operate in grid-connected mode when SS1 at node 149 is closed.

However, when SS1 is tripped (open state), DERs operate in islanded mode. The primary

controller of the DERs performs power tracking based on the provided set points in the

grid-connected model. The same primary controller ensures load power-sharing among the

DERs in the network in islanded mode. The proposed secondary controller is tested in the

islanded mode of operation when SS1 is in the open state. Since the IBR corresponding

to each DER terminal voltage at PCC (Vi) is lower compared to the network line voltage,

a ∆-Y g transformer is modeled to step up the voltage. The test set-up contains an RT-
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LAB® real-time multi-core model of the IEEE 123 node network, IBR-LCL filter connected

to a transformer at PCCs, primary controller, secondary controller, and software interrupt

handler to facilitate the multi-rate execution of different subsystems. The entire model

is executed in two separate CPUs of OPAL-RT machine utilizing eMEGASIM platform

[165]. The distributed line parameter network model across two CPUs is achieved through

the appropriate design of state-space nodal and Artemis stub line blocks from the RTLAB

library.

The sample time of the DER integrated network model, primary controller, and secondary

controller are 50 µs, 100 µs, and 1 ms respectively. Such multi-rate modeling facilitates the

effective utilization of computational resources while porting the application to the target

hardware. The primary controller inputs include the three-phase current and voltage from

the respective PCCs. Based on the measured power and reference power, the primary con-

troller generates PWM signals for the IBR switches. Inputs to the secondary controller

include the respective voltage magnitude and frequency measurements from PCCs, POI

voltage magnitude measurements (with a delay of 10 ms), and voltage/frequency nominal

reference values. Voltage magnitudes are computed using true RMS block, and frequency

measurements using a positive sequence voltage-based PLL model. The secondary controller

implements the proposed IIMPC and generates active and reactive power reference signals

for the downstream primary controller. The formulated constrained quadratic optimization

problem is solved through quadprog function from MATLAB. Prediction horizon M is chosen

such that the controller is internally stable and offers reasonable transient performance for

the identified sample time of the secondary controller. For RT implementation, a lower value

of control horizon (Mu < M) is used to reduce the computational complexity. DER sizing

and LCL filter parameters that are provided in Table 4.1 of the previous chapter are valid

for the test setup of this chapter too. System and controller parameters are tabulated in

Table 5.1.

5.6.1 Verification of Primary Controller Response

Without enabling the secondary controller, the frequency and voltage deviations at one

of the PCCs (node 25) and at node 149 (POI) is showcased in Fig. 5.2a. The network

is operated in islanded mode post 2 s. An active and reactive power load of 100 kW, 50

kVar is removed at 3 s and added back at 4 s. In islanded mode, due to different loading

instances, the voltage and frequency deviate from the respective nominal values as seen in

Fig. 5.2a. Due to the influence of line impedance, the voltage observed at different nodes

such as POI (node 149), and PCC (node 25) are different. However, the observed frequencies

are similar. In case of frequency, the model predicted signal and the measured signal match

(see Definition 1 ) (ω̂ϵ
25 ≊ ω̄ϵ

149). In the case of voltage, (see Definition 2 ) (v̂ϵ25 ̸= v̄ϵ149),
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TABLE 5.1: The parameter details of the electric system and the controllers

System Parameters
Parameters Symbol Value
DER DC link voltage VDC 900 VDC
IBR Voltage at PCC Vi 480 V (RMS)
Grid Voltage V149 4.16 kV (RMS)
Grid Frequency ω149 60 Hz

Primary Controller Parameters (p.u.)
Voltage droop coefficient n 0.5
Frequency droop coefficient m 2
Robust droop coefficient KV 1
Voltage controller gains (kv

p , k
v
i ) (2.8, 205.3)

Current controller gains (kc
p, k

c
i ) (0.37, 19.3)

PLL gains (kpll
p , kpll

i ) (0.19, 6.6)
Secondary Controller Parameters

LPF corner frequency ωc 10 Hz
Forgetting factor λ 0.99
Voltage deviation penalty Qvϵ 0.05
Frequency deviation penalty Qωϵ 0.5
Active power deviation penalty Rp 1
Reactive power deviation penalty Rq 1
Prediction horizon M 10
Control horizon Mu 4
Covariance of the process noise Q̃ 1
Covariance of the measurement noise R̃ 0.1

Kalman method-based correction yields in matching the corrected model prediction to the

measurements (v̂c25 ≊ v̄ϵ149), even during the transients. The estimated model parameters

(5.14) and the Kalman gain coefficients that enable accurate voltage estimation are depicted

in Fig. 5.2b.

5.6.2 Analysis of Voltage and Frequency Regulation

Initially, all four DERs are connected to the grid and inject power as per the set points.

At 2 s, islanding is detected due to the opening of SS1, and DERs perform network load

sharing. A pre-identified load of 100 kW and 50 kVar is removed and added back at 3 s and

4 s respectively. Fig. 5.3a showcases post-islanding DER powers stabilize after 500 ms with

reasonable transients and during load change the power sharing is observed to be stable.

Fig. 5.3d depicts the voltage and frequency regulation to the nominal values during the

events. after islanding and during load changes. Fig. 5.3d also compares the performance of

the proposed controller with the optimal PI controller. The IIMPC controller offers faster

settling time (from 600 ms to 300 ms - 50 % improvement) in case of voltage/frequency

regulation, and better transient performance during islanding events. Quantitative analysis

of the performance comparison for these events is presented in Table 5.2. Fig. 5.3g show-

cases the per unitized control signals generated by the proposed controller for the primary

controllers of the respective DERs. It is worth noting that the IBRs of similar sizes generate
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(a)

(b)

Figure 5.2: Voltage and frequency deviation without the secondary controller, verification of system
identification and state correction at remote node 25 for load change in the system. (a)Decentralized
frequency and voltage estimation at node 25. (b) Online computed RLS parameters and Kalman
gains to estimate node 149 (POI) states at node 25 (PCC).

similar power reference values. The three-phase POI voltage measurements during islanding

are shown in Fig. 5.3j, and the transients during 100 ms are within reasonable bounds.

5.6.3 Plug-and-Play Capability Performance Analysis

As shown in Fig. 5.3b, DER 4 is disconnected from the MG at 7 s and connected back at

8 s to demonstrate the effectiveness of the proposed framework for generation loss. When

the DER 4 power goes to zero, the remaining DER power-sharing increases, and when

DER 4 is back it resumes sharing its part of the load. The rest of the DERs reduce their

power-sharing when DER 4 is connected back. Fig. 5.3e depicts the voltage and frequency

restoration during a plug-and-play scenario with DER4. The performance of the IIMPC
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 5.3: Real-time simulator results showcasing stable power sharing, voltage and frequency
regulation at POI, control signals from the proposed framework, and three-phase voltage signals at
the POI for various simulated events. All the graphs are plotted based on real-time data logging in
the target Opal-RT hardware. Logged data resolution for voltage and power signals is 50 µs, and
data resolution for control signals (P sc

i , Qsc
i ) is 1 ms. (a) PQ sharing after the islanding (b) PQ

sharing for plug-and-play of DER 4 (c) Controller performance during fault case (d) System states
during events (e) V/f response for plug-and-play of DER 4 (f) Communication latency influence (g)
Controller response during events (h) Controller response for plug-out/ plug-in (i) Voltage response
during fault (j) Voltage response during islanding (k) DER plug-in voltage response (l) DER plug-
out voltage response.

framework is compared with the optimal PI controller except that the PI controller leads

to higher over/undershoots. Fig. 5.3h showcases the per-unitized control signals for the

primary controllers of the respective DERs. It is worth noting the adaptive behavior of the

framework, which generates different reference values after DER 4 plug-in, yet maintains

stable power sharing and regulating voltage and frequency. Fig. 5.3k and Fig. 5.3l showcase



94

TABLE 5.2: Voltage and frequency regulation performance comparison for various events between
IIMPC and optimal PI [12].

Applications: Frequency regulation (FR) and voltage regulation (VR) performance analysis (FR, VR)
Criteria: Settling time (s) Overshoot (%) Undershoot (%)
Events Optimal PI IIMPC Improvement Optimal PI IIMPC Improvement Optimal PI IIMPC Improvement
Islanding (0.5, 0.6) (0.31, 0.3) (38%, 50%) (0.84, 0) (1, 5) (-19%, NA) (0.7, 24) (0.6, 18) (14%, 25%)
Load decrease (0.12, 0.28) (0.1, 0.28) (17%, 0%) (0, 2) (0, 2.2) (0, -10%) (0.07, 0) (0.08, 0) (-14.3%, 0%)
Load increase (0.1, 0.48) (0.1, 0.3) (0%, 37%) (0.08, 0) (0.07, 0) (14%, 0%) (0, 1) (0, 1) (0%, 0%)
Plug-out (0.21, 0.4) (0.21, 0.5) (0%, -25%) (0.08, 0) (0.065, 0) (18.75%, 0%) (0.07, 3.5) (0.065, 2.5) (7.6%, 40%)
Plug-in (0.35, 0.55) (0.35, 0.55) (0%, 0%) (0.04, 3) (0, 2.5) (100%, 16.6%) (0.083, 0) (0.08, 0) (3.6%, 0%)

Figure 5.4: THD of the voltage profile at the POI during steady state and events. The THD spikes
during events last 50-100 ms.

reasonable 1-2 cycle transients for the POI three-phase voltages during plug-out and plug-in

respectively. Quantitative analysis of the performance comparison is presented in Table 5.2.

Out of 30 scenarios, in 13 scenarios proposed controller performs better than PI controller,

4 scenarios PI controller performs better and in another 13 scenarios performance is neutral.

5.6.4 Controller Performance during Fault Scenario

An unbalanced fault of AG is simulated at 5 s for 150 ms at node 8 with a fault impedance

of 1 Ω. The three-phase voltage at POI due to fault is depicted in 5.3i. A higher voltage

sag is observed in comparison to the other two phases as this is an unbalanced fault. The

averaged RMS voltage value of POI is depicted in 5.3c, according to which an average sag

of 0.6 p.u. occurs during the fault time. The control variable minimum value (umin) in

the proposed IIMPC framework is 0 for all the DERs while the maximum value (umax) is

TABLE 5.3: Voltage THD during steady-state and events

Mode (steady state) Average THD (%)
Phase A Phase B Phase C

Grid-connected 0.015 0.015 0.015
Islanded 0.06 0.066 0.07
Events (transients) Maximum THD (%)
Islanding (2s) 20.3 26.7 17.1
Load decrease (3s) 1.42 0.81 1.23
Load increase (4s) 1.61 0.87 1.58
Fault (5s) 26.2 66.1 13.7
Fault recovery (5.015s) 40.1 35.2 15.1
Plug-out (7s) 2.71 2.73 3.82
Plug-in (8s) 2.3 3.87 4.92
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1.1 p.u. for DER 1 and DER 3, 1 p.u. for DER 2 and DER 4. During the voltage sag,

the IIMPC active power control variable (P sc
i ) for the primary controller is saturating at the

defined constraints. After the fault, the controller continues to provide an appropriate power

reference signal to keep the MG voltage at 1 p.u. Through this case study, the capability to

handle the designed constraints of the IIMPC framework during electric faults is showcased,

due to which voltage at POI is regulated to the nominal value after the short-term fault.

5.6.5 Influence of Communication Delay

Frequency regulation at POI is accomplished just based on the PCC measurements, hence,

communication delay d0 does not influence the frequency response. However, for various

delays, the different voltage response is observed in Fig. 5.3f. Increasing delay leads to

increasing voltage settling time, and stable voltage regulation is observed. For a delay of

25 ms, 50 ms, 100 ms, the voltage settling time of 0.24 s 0.52 s 0.85 s during islanding and

0.17 s, 0.46 s, 0.76 s during load change is observed respectively. Therefore, in this case,

the stability of the proposed controller is verified for possible higher communication delays

in large-scale networks with high DER penetration. In case of communication failure, if the

MG voltage is outside 0.88 p.u. - 1.1 p.u. range, DERs will be disconnected in accordance

with the IEEE 1547-2018 standards [114].

5.6.6 Voltage Signal Quality at POI

In the grid-connected mode, the substation node (modeled as a voltage source) maintains

the voltage in the network while in islanded mode, grid forming inverter (at node 1), main-

tains the voltage in the network. Fig. 5.3i through Fig. 5.3l illustrates the three-phase

voltage graphs at POI during various events. The total harmonic distortion (THD) of the

POI AC voltage is computed and presented in Fig. 5.4. The quantitative analysis of THD

is presented in Table. 5.3. As per the IEEE 519-2022 standard for harmonic control, for a

network voltage of 4.16 kV, up to 5% THD is allowed [166]. Clearly, steady state THDs are

very low (0.1%) and during regular events such as load change and DER plugin/out THD

less than 5% is achieved.

5.7 Summary

In this chapter, decentralized online system identification, and estimation-based IIMPC

controller for voltage and frequency regulation in an islanded network are verified in a real-

time test environment. The frequency regulation is demonstrated without the impact of

communication delay, and the robustness of voltage regulation for higher latency is demon-

strated. In comparison to the optimal PI controller, the proposed controller offers better

transient performance during the majority of the scenarios, especially better settling time

(by 50%) when communication delays are included. Moreover, IIMPC capability to handle
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constraints is showcased through an electric fault scenario and post-fault voltage is stable and

regulated to the nominal values. Lastly, network voltage quality is quantitatively analyzed,

and THD levels are less than 5% (as per the IEEE 519-2022 standard) during steady-state

operation, load change, and plug-in/out. The IIMPC framework is developed based on a

low-order high-fidelity model and estimator, thus feasible for deployment in grid-edge de-

vices. Through the various test scenarios, the robustness of the framework is showcased

during various events with the consideration of communication latency.



CHAPTER 6: An Extended Q-routing-based Event-driven Dynamic Reconfiguration of

Networked MGs

All modern revolutions have ended in

a reinforcement of the power of the

State.

Albert Camus

The operation of networked MGs enables the availability of local distributed energy re-

sources (DER) at the network level. During grid events such as electric faults, part of the

power distribution network needs to be isolated such that the healthy part of the network

can operate generally through optimal reconfiguration. Most of the topology agnostic recon-

figuration schemes are complicated, computationally expensive, and offer a single optimal

path. To overcome these disadvantages, a reinforcement learning-based extended Q-routing

method is proposed in this chapter to achieve optimal network reconfiguration. The proposed

method utilizes a model-free adaptive learning technique, thus efficiently discovering optimal

paths in a dynamically changing network. To validate the proposed method in a real-time

environment, a detailed dynamic distribution network model is developed, including primary

and secondary control of integrated DERs and the protection functions. Furthermore, event-

driven communication is designed to exchange data between the dynamic network model and

the reconfiguration agent. The real-time results obtained from the IEEE 123 node dynamic

model showcase the effectiveness of the proposed method.

6.1 Introduction

The rapid integration of distributed energy resources (DER) in the distribution network

has paved a way for the modernization of the grid. DERs such as photovoltaic and battery

energy storage, are interfaced with the power distribution network through inverter-based

resources (IBRs). A cluster of DERs forms an MG that can be operated in a grid-connected

or islanded mode of operation utilizing a hierarchical control structure [4]. The distribution

network is usually unbalanced due to the uneven loading per phase. Therefore, for the

stable operation of the IBRs, the primary controller requires dedicated positive and negative

sequence (PNS) control loops [53]. Droop control strategy as a part of primary control

enables power tracking and power sharing of multiple IBRs in the grid-connected and islanded

mode of MG operation. A robust droop control mechanism which is applicable for low X/R

networks is adopted in this work as a part of the primary controller.
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The substation in the distribution network maintains the balanced network voltage usually

close to nominal values. However, in absence of a substation, grid-forming IBR maintains

the balanced network voltage [53]. Moreover, due to the droop strategy, voltage and fre-

quency deviate from the nominal values during islanded operation of MGs. This necessitates

the introduction of the secondary controller to provide appropriate power set-points to the

primary controller such that network voltage and frequency are near nominal values [99]. A

decentralized PI controller is used in this work to meet the secondary controller objective

[13].

In a power network, the neighboring MGs can be connected to improve the overall net-

work performance in terms of economic viability, reliability, and resiliency during extreme

events and cyber attacks [167–169]. Specifically, it is feasible to group the MGs under

the same feeder and caters to the critical loads outside the respective electric boundaries

[170,171]. MG reconfiguration studies are performed from the capability [172,173] and sta-

bility [174, 175] perspective and its effect on the power losses, topology, voltage profile, the

reactive power reserves, and the stability margin are investigated. The studies showcased

that optimal network reconfiguration is necessary for minimizing power losses and improving

the voltage profile. With this motivation, in this chapter, a learning-based optimal network

reconfiguration is formulated that is adaptive to the dynamically changing power network.

A networked MG is a cluster of interconnected MGs whose boundaries can change dy-

namically to provide improved service during grid events such as short/long-term faults,

generation loss, and various others. The various traditional reconfiguration approaches are

improved to achieve the MG capacity enhancement [176,177], minimize switching operation

costs [178], and achieve radiality constraints [179]. However, such approaches are feasible

during the planning phase of DER integration or slower time-scale control operation dur-

ing the operational phase. Genetic algorithm-based real-time optimal MG reconfiguration

that is sensitive to grid events is proposed in [180]. This work may not be applicable to

radial distribution networks, as it assumes voltage violation and line overloading constraints

that are designed during the bulk-grid planning and operational control criterion. Moreover,

the distributed generators are not modeled as IBRs, hence feasibility for 100% IBR-based

operation cannot be guaranteed.

For a radial network reconfiguration, a mixed integer nonlinear optimization problem is

formulated to maximize the load support using the backup DERs in [181]. In this work, a

simple network topology is considered, and the influence of IBR protection and control on

the reconfiguration is not considered. Furthermore, a closed-loop real-time verification of

the algorithm is not performed. In [136], IBR models along with the control and protection

features are modeled that aid in the stable reconfiguration of the network. When the fault
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is identified in a zone, it is isolated from the rest of the network, and a breadth-first search

(BFS) based automated reconfiguration scheme reconnects the healthy zones back to the

network. This approach leads to minimal islands in a network, thus adding the self-healing

feature to enhance grid resiliency. The real-time co-simulation results of the same work are

presented in [16], further proving the smooth flow of data between the cyber and physical

parts in the system. However, there are two major limitations of the works provided in

[16,136]. Firstly, though droop control is used for power-sharing among the IBRs, a secondary

voltage and frequency control is not designed as a part of the model. Droop loops are sensitive

to the parameters and without secondary control, voltage and frequency in the zone may

deviate such that the load-shedding scheme may get enabled inappropriately. This may in

turn lead to instability in the zone. Secondly, since the network reconfiguration is an event-

driven application, a thorough investigation of the communication design and closed-loop

cycle time performance details are not provided.

From another perspective, network reconfiguration can be perceived as an environment-

agent interaction. The dynamic network model with IBR control and protection can be

treated as an environment. An agent incorporates an intelligent algorithm that takes actions

based on the states of the environment. Reinforcement learning (RL) is one of the machine

learning paradigms that work based on the agent with the state-action-reward mechanism

in interaction with the environment. The objective of an agent is to take actions that will

maximize rewards through the exploration and exploitation of the environment [91,182]. RL

is applied for the routing problems as it offers important benefits such as: being agnostic

to network models, computationally less expensive, and providing near-optimal solution

[90, 183]. Without the knowledge of network topology, the RL-based routing method is

capable of finding the shortest path between the pair of source and destination nodes based

on the defined optimization criteria. Q-learning is used to find the optimal policy for a given

finite Markov decision process (MDP) when the state transition matrix is not available [184].

Furthermore, Q-routing is similar to Q-learning except that 1) it does not use the discount

rate, 2) it chooses minimum future cost for every state instead of maximum future reward. Q-

routing is predominantly used in networking applications wherein it has showcased promising

improvements in prediction and exploration [185].

6.2 Research Contributions

In this chapter, an RL-based optimal reconfiguration framework is proposed using an

extended Q-learning approach. In the proposed approach, when an extreme event occurs

in an MG, the status of boundary SSs is communicated to the reconfiguration framework.

The framework ensures cascaded islanding situation is avoided, and the healthy MGs are

connected back to the grid through the shortest path. Unlike the conventional breadth-first
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search reconfiguration approach [136], in the proposed approach, a group of boundary SSs

of an MG is identified as a node, and the source node to the destination node’s end-to-end

shortest path is computed using Q-routing. The major contributions of this chapter are as

follows.

• A detailed dynamic model of the environment is developed including IBR primary con-

trol, secondary control, protection, synchronization, and load-shedding schemes. The

design is optimized for real-time operation using distributed modeling and is capable

of communicating its states to the agent at a millisecond timescale post-event.

• Proposed dynamic reconfiguration is formulated as an MDP, and the extended Q-

routing-based reconfiguration method efficiently discovers the optimal path between

the source and destination nodes. The extended Q-routing algorithm utilizes the edge

weights to compute the optimal path and the approach is capable of finding multiple

optimum paths, unlike the BFS method.

• Real-time agent-in-the-loop validation of the proposed method showcases the optimal

network reconfiguration, including stable power sharing, and nominal voltage in re-

spective MGs. Furthermore, duplex-event-driven communication is developed between

the agent and the environment to minimize the closed loop cycle time of the network

reconfiguration.

6.3 Components of MG Control and Protection

An overview of the hierarchical control applicable for IBR operation in the distribution

network is depicted in Fig. 6.1. A brief description of the components utilized in modeling

the network operation dynamics is presented in this Section.

Figure 6.1: Hierarchical IBR control including primary and secondary controller layers applicable
for the unbalanced distribution network.
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6.3.1 Overview of the IBR control

The IBR system and its hierarchical controller overview are depicted in the Fig. 6.1. The

DC link voltage of the IBR is assumed to be constant and IBR is interfaced with the distri-

bution network at the PCC. The switching harmonics of the power electronic components of

IBR are attenuated by designing the appropriate LCL filter. LCL filter poses the challenge

of the resonant peak which is mitigated by incorporating a passive damping resistor [128].

Rg and Lg represent the equivalent impedance of the low X/R distribution grid. The SS

is situated at the point of interconnection (POI), and the tripping of the SS leads to the

islanded mode of operation supporting the load in the distribution network.

The IBR hierarchical control system consists of a primary controller followed by a sec-

ondary controller. The objective of the primary controller is to achieve power tracking and

power sharing in grid-connected and islanded modes of operation respectively, by utilizing

the PCC measurements. The secondary controller aims at maintaining the nominal voltage

and frequency in the islanded MG by utilizing the measurements at POI. The operation of SS

is controlled through an intelligent electronic device (IED), with built-in fault identification

and MG isolation (to open the SS) and grid synchronization (to close the SS) functions. In

a given MG at least one grid-forming IBR is designed and the rest of the IBRs are designed

as grid following. IBRs deliver the power based on the set points provided to them dur-

ing grid-connected MG operation, thereby all IBRs are grid-following. In the islanded MG,

grid-forming IBR maintains the balanced voltage in the network, while grid-following IBRs

along with the grid-forming IBR share the load.

6.3.2 Primary Controller

The distribution network is usually unbalanced in nature. To achieve stable power tracking

and power sharing, dedicated PNS controllers are designed. The abc frame voltage and

current measurements are decomposed into PNS components utilizing the delayed signal

cancellation technique [129].

(6.1)V ±
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1

2

(
Vp(k)± Vp(k)z

Tg
4

)
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2
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4

)
PI controllers are more suitable for the control of DC signals. Hence, predominantly used

in dq-frame-based IBR control. However, they may lead to steady-state errors resulting in

inaccurate tracking of IBR set-points. On the other side, PR controllers can mitigate this

steady-state error as they can be applied on abc-frame signals [186]. The primary controller

is designed as a PNS proportional resonant (PR) cascaded current control (CC) loop followed

by the voltage control (VC) loop given by (6.3) and (6.4) respectively.
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where the PR controller is discretized using backward Euler method, ∆I±e (k) = (I±r (k) −

I±p (k)) ki is the error feedback of the CC, ∆V ±
r (k) = (V ±

r (k)−V ±
p )(k) is the error feedback of

the VC, kcc
p and kvc

p , are the proportional gain coefficient of the CC and VC respectively, kcc
i

and kvc
i , are the integral gain coefficient of the CC and VC respectively, T pc

s is the primary

control sample time, ωo is the bandwidth around the grid frequency of ωg.

Grid-forming IBRs require negative sequence voltage and current controllers to balance

the voltage in the distribution grid while the grid following IBRs utilizes a negative sequence

current blocking control strategy. To assist IBR in ride-through, the current limiter is im-

plemented with a pre-determined limiting value of Ilim. To avoid the propagation of the

transients of high bandwidth CC and VC, droop laws are implemented with relatively lower

bandwidth. This is accomplished by utilizing the digital low pass filter (LPF) to process the

computed active (pi) and reactive power (qi). The time domain representation of the LPFed

active (Pi) and reactive (Qi) power is given by (6.5) and (6.6),

Pi(k) = αPi(k − 1) + (1− α)pi(k) (6.5)

Qi(k) = αQi(k − 1) + (1− α)qi(k) (6.6)

where α = e(−ωcT
pc
s ) with the ωc as the corner frequency of the LPF, usually in the range of

2 Hz to 10 Hz. Robust droop laws that are applicable for a low X/R network are adopted

to design the outermost power control loop [81,187] as given by (6.7) and (6.8),

V r
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Q
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where ∆Pi = Pi − P sc
i , ∆Qi = Qi − Qsc

i , ∆Vi = V ∗ − V p
i , P sc

i , Qsc
i are active and reactive

power set-points issued by the secondary controller, V ∗ = 1 and ω∗ = 377 rad/s are the

voltage magnitude and angular frequency set-point values, kP
p , k

Q
p are droop coefficients, kV

p

is the voltage deviation penalty factor, kP
i , k

Q
i are the integral gain coefficients for mitigating

power tracking error during the grid-connected mode of operation (xMG = 1). During

islanded mode of operation (xMG = 0), integral gains are disabled and droop gains facilitate

power sharing among multiple IBRs.
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6.3.3 Secondary Controller

During grid-connected mode (xm
MG = 1) of operation of an MG, secondary controller issues

set-points (P sc
i = PMPP

i , Qsc
i = 0) to the primary controller. Thus all IBRs are operated in

unity power factor mode, injecting active power as per the maximum power point. During

islanded mode of operation (xm
MG = 0), droop laws lead to the deviation of voltage and

frequency of MG at POI from its nominal values [99]. So, a decentralized secondary PI

controller is used to generate (P sc
i , Qsc

i ) such that the voltage and frequency of the MG are

close to the nominal values. The integral term in the secondary controller aids in mitigating

the steady-state error which may not be possible with just proportional gain. As integral

term continuous to accumulate error, under certain conditions such as fault scenarios, this

accumulation even exceeds the physical capabilities of the inverter. Hence, appropriate anti-

wind-up logic is adopted, and the controller using the backward Euler discretization method

is described by:
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i (k) =
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where ∆ω1
i (k) = ω∗−ω1

i , and ∆V 1
i (k) == V ∗−V 1

i are PI controller input error signal that is

the difference between measured and reference values, kv
p , k

ω
p are the proportional gain coef-

ficient, kv
i , k

ω
i are the integral gain coefficient, kv

w, k
ω
w are the anti-windup gain coefficients of

the voltage and frequency controllers, respectively, T sc
s is the sampling time of the secondary

controller, dV (k), dω(k) are the difference between the saturated and unsaturated control

signals.

6.3.4 Protection Functions

Protections functions are modeled to realistically capture the dynamics and delays incurred

from the field intelligent electronic devices (IED) responses. When the faults occur in the

network, from the first principles, it is evident that at least one phase current will flow in the

direction of the fault location. Therefore, computing the current direction at the boundary

SS of the MGs assists in the identification of the unhealthy MG. To identify and isolate

unhealthy MG from the rest of the network, a 90-45 direction scheme [188] is implemented

at the boundary SS. Fault identification logic issues the boundary SSs to be tripped when

the network voltage sag reaches below 0.88 p.u. and the fault sustains for at least 3 cycles

(50 ms). After isolating the unhealthy MG, the voltage in the other MGs may still remain

below 0.88 p.u. for a longer time. Hence, a fault-detection flag logic to compute sustenance

of the voltage sag up to 6 cycles (100 ms) is adopted not to trip the boundary SSs of healthy

MGs [136].
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When an MG is islanded, an appropriate load-shedding scheme is enabled to ensure the

stable operation of MG by attaining generation-load balance. Post islanding, if MG frequency

is outside 57 Hz - 62 Hz range, and if MG voltage is outside 0.88 p.u. - 1.1 p.u. range, a

pre-identified non-critical load is shed. The aforementioned ranges are in accordance with

the IEEE 1547-2018 standards. To connect MG back to the grid, SSs are assumed capable

of reclosing actions with the support of IEDs. The IED fetches the voltage and currents

from either side of the SS to verify the synchronization conditions before closing the SS.

The synchronization IEDs are compliant with the ANSI/IEEE device 25 standards and

are typically used to perform SS closure. Synchronization conditions are met when the

phase-wise voltage magnitude, phase-wise voltage angle, and network frequency difference

are below 0.13 p.u., 0.0175 rad, and 2 Hz respectively. SS close command is issued only if

the aforementioned conditions are satisfied.

6.4 Event Driven Dynamic Optimal Reconfiguration Framework

The RL agents learn from the experience through the interaction with the environment

in terms of states, actions, and rewards [91]. Q-learning is a widely used model-free RL

method that utilizes a look-up table to store the values of each state-action pair. This look-

up table tends to grow as the states in the environment increase. For the real-time closed-loop

interaction between the agent and the environment, simplification of the learning process and

improvements to computational efficiency are necessary. In this section, the details of the

proposed computationally efficient reconfiguration framework and the extended Q-routing

algorithm used to construct the RL agent are discussed.

6.4.1 Graph Theory-based Dynamic Networked MG Model

An example networked MG model is illustrated in Fig. 6.2. Standard IEEE 123 node

system is modified to comprise seven independently islandable MGs. Each of the MG has

the boundary SSs opening which leads to the islanded operation. Each of the MGs contains

one grid-forming IBR and the rest can be grid-following IBRs. The default network is

connected to the substation node (G1) and the alternate substation node (G2) is as well

provided. While one of the substation nodes is connected to the network, the entire network

is operated by maintaining the radial topology. The operation of SSs (open or close) is

considered a discrete event leading to the dynamic sectionalization of the network.

The distribution network is considered as an environment that is modeled using the

graph theory principles as shown in Fig. 6.3. The network model of N connected MGs

is represented as an undirected cost graph G = (V , E , C), where V := [v1, v2, ...vi, ....vN ],

∀i ∈ {1, 2, ....N}, N ≥ 2 is the finite set of MG nodes in the network, E := eij ∈ {0, 1},∀j ∈

{1, 2, ....N} is the finite set of edges connecting the pair of MG nodes, and C := cij is the set
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Figure 6.2: Modified IEEE 123 node system consisting of pre-identified atomic MGs with a stipulated
electric boundary. Each of the MGs have at least one grid-forming inverter.

of real number costs assigned to the edges. Let states at the discrete-time k of the network

be represented as S := [E ,F ], where F := [f1, f2, ...fi, ....fN ] ∈ {0, 1}, is the fault state set of

the MGs. Let the states at the discrete time k be represented as S(k). An event (el) is said

to have occurred in the environment when S(k) ̸= S(k − 1). The event space is defined as,

e := [e1, e2, ....el.....],∀l ∈ {1, 2, ....}. Thus the dynamic event-driven networked MG model

is represented as:

Gl = (V ,S, C, e) (6.11)

The event-driven model of networked MG is represented as a 3-tuple sequence: (Gl−1,Gl,Gl+1),

where (Gl−1) is the initial network topology that is operated optimally, (Gl) is the post-event

network topology that is operated ensuring the stability (not necessarily optimal), and (Gl+1)

is the optimally reconfigured networked topology through the actions of the RL agent. Thus,

after every event (el), states (Sk) are communicated to an external RL agent which in turn

offers optimal actions to achieve the network reconfiguration.

6.4.2 Formulation of RL-based Optimal Reconfiguration

The network with the default state is modeled in the RL agent. Every time event occurs

in the environment, the change in state information is communicated to the RL agent and

the network model in the RL agent is updated. The reconfiguration framework is modeled
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Figure 6.3: Proposed event-driven dynamic reconfiguration framework showcasing the interaction
between the environment and the RL agent [189].

as a Markov decision process (MDP), represented as a tuple M = ⟨S, s̄,A,P ,R⟩, where S

is the finite set of observable states of the environment, s̄ ∈ S is the initial state, A is the

finite set of actions taken by the RL agent, P represents the probability of transitioning from

the current state to the next state after taking an action; R : S × A → R≥0 is the reward

obtained when the system transitions from current state to the next state after implementing

an action. Reward function is represented as r = R(s, a, s′), where s, s′ ∈ S; a ∈ A.

Every time an event occurs in the environment, the reconfiguration framework states are

initialized such that s̄ = Sk. thereby updating the policy network. With an initial state s̄, a

path through the MDP is the sequence of (St,At,Rt). MDP transitions into the next state

by a choice of action and this choice is made by a policy. A deterministic stationary policy

is defined as π : S → A, that maps the states and actions. The policy evaluation involves

transitioning to a set of possible states while avoiding forbidden states (H) with an objective

of minimizing the cumulative costs. Forbidden states (H) are updated in two stages. Firstly,

knowing the network topology (G), ∀eij ∈ E , if there exists no direct path between vi and vj,

then eij ∈ H. This is a kind of static update performed during the initialization of the RL

agent. Secondly, when an event occurs, (H) is updated dynamically such that all the edges

belonging to the faulty node are forbidden. For instance, if fi = 1, vi has a fault and needs

to be isolated, hence all the eij of vi are accounted towards the H. The construction of H is

thus represented as in (6.12).

H =


vi → vj,∃eij /∈ E ,∀i, j ∈ N

vi → vj,∃eij ∈ E ∋ vi ∈ F ,∀i, j ∈ N
(6.12)

Policy learning is performed using a Q-learning technique, which is a type of off-policy

temporal-difference learning method. In this technique, the state-action values are updated

through bootstrapping. Hence, the agent does not wait for the result until the end of the

episode. Bootstrapping and utilization of H for the reward mechanism facilitates faster
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convergence. The RL agent attempts to find the optimal policy (π∗) by maximizing the

cumulative discounted reward as given by (6.13)

π∗ =π Eπ

[ T∑
t=0

γkRt+1|St = s,At = a
]

(6.13)

where t is the current iteration, γ ∈ [0, 1] is the discount factor used to weigh the rewards of

the near future to the one in the distant future.

Rewards for the RL agent action are calculated based on the mechanism given by (6.14),

where costs associated with the forbidden states and allowed states play a critical role in

finding the optimal path between source and destination vertices.

Rt := Ct =


cd if eij /∈ H

cmax if eij ∈ H
(6.14)

By using the reward mechanism (6.14), the Q-routing representation for path discovery in

the network is formulated as (6.15),

(6.15)Q(St,At)← Q(St,At) + α
(
Rt+1 + γmin

a
Q(St+1, a)−Q(St,At)

)
where α is the learning rate. As per (6.15), the TD between predicted and the present Q-

values is calculated and for every state S, the true action value related to policy π is given

by Q(St, At) = Eπ(Rt + γRt+1....|St = s, At = a) and the discount factor is set to 1. Choice

of the action is derived from the ϵ-greedy policy as given by:

At =


min Qt(S,A;R) with probability (1− ϵ)

random At /∈ H with probability ϵ

(6.16)

Once the optimal policy is learned, in policy execution phase, the learned optimal policy

is used to compute the required actions to traverse a path from the source to destination

vertices as given by,

reach¬H = {vi → vj ∈ PathM,s̄ ∋ eij /∈ H,∀i, j ∈ N} (6.17)

wherein the traversed path within the MDP avoiding the edges of H is optimal. This leads

to the construction of the optimally reconfigured network Gl+1. The change in the states

between the Gl and Gl+1 are computed and communicated back to the environment as actions.

To summarize, each of the MGs in the network can autonomously island, and connect back to

the grid with reasonable transients, and stably operate in either mode performing designated

roles.
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Algorithm 3: Event-driven extended Q-routing algorithm for the optimal path dis-
covery.

1 Communication Data: Sl := [El,F ]
2 Inputs: Gl−1,Hl−1

3 Outputs: Gl+1,AT ∈ E
4 Initial network model Gl−1 = (v̄i ∈ V , ēij ∈ E , c̄ij ∈ C)
5 Initialize Q(s, a) ∀s ∈ S,∀a ∈ A(s) arbitrarily
6 Initialize α ∈ (0, 1], γ, ϵ, episodes
7 Initialize R := using (6.14) for Gl−1

8 if Event el occurs in the environment then
9 Update Gl ← Gl−1, given Sl

10 Update Hl ← Hl−1, given Sl
11 for each episode do
12 Define empty set for tracing Et
13 Chose random source-destination pair (x, y) ∈ Vl
14 for each step of episode do
15 Get valid action set Ev, ∀eij /∈ Hl

16 Choose At for St using policy (6.16)
17 ∀At ∈ Ev, take action A, get R using (6.14)
18 ∀At /∈ Ev, get R using (6.14)
19 Update Qt(St, At) using (6.15)
20 Update traced path vi → vj ∈ PathM,s̄,∃eij ∈ Et
21 Choose y = z, z ∈ Vl
22 St+1 ← St until St is not terminal
23 end
24 end
25 Update the network model Gl+1 = (Vl+1, El+1, Cl+1) using the optimal actions

Et ← At

26 Identify SS state changing from open to close due to RL agent action Gl+1 ← Gl
27 Communicate SSs to be closed: eij := 1 ∈ El+1

28 end

6.4.3 Proposed Q-routing based Optimal Path Identification

Algorithm 3, describes the detailed steps to achieve event-driven reconfiguration with

extended Q-routing. The shortest path discovery is simplified by the introduction of H.

The set H provides prior knowledge to the learning algorithm to avoid edges that return

maximum costs. Unlike, the BFS method, for a given network topology Gl along with H,

the proposed algorithm can provide multiple optimum paths if they exist. Once the optimal

reconfigured network Gl+1 is provided by the algorithm, the edges of El+1 are compared with

the El, and set of edges that have to be closed on the optimal path is identified. Finally, RL

agent sends close signal to the SSs on the optimal path in the environment. Actual closure

of SS is subject to the synchronization conditions as discussed in Section 6.3.4.

6.5 RT Set-up and Discussion of Results

In the real-time simulation, the IEEE 123 node distribution network with DERs, com-

munication, and protection functionalities is distributed among seven cores of the OP5707

RT simulator. During the islanded mode of operation of MGs, to ensure generation load

balance, a load shedding scheme as per Table 6.1 is applied. The total IBR capacity and
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TABLE 6.1: Load shedding nodes in the islanded mode.

MGs Load shedding nodes
MG3 35, 36, 37, 38, 39, 41, 43, 45, 46, 49, 50, 51
MG5 68, 69, 70, 71, 73, 74, 75, 77, 80, 82, 84, 85, 98
MG7 52, 53, 58, 59, 62, 66

TABLE 6.2: Total IBR capacity and loading per MGs including load shedding in MG3, MG5, and
MG7 (see Table 6.1).

MGs: MG1 MG2 MG3 MG4 MG5 MG6 MG7
IBRs(kVA) 510 450 390 390 710 300 390
Load(kVA) 447 403 379 358 481 224 365

the total active load (after considering load shedding) in each of the MGs are given in Table

6.2. IBR models interface the DER DC side to the AC distribution grid through a ∆-Y g

transformer with 480 V on the low voltage side and 4.16 kV on the grid side. IBR electrical

parameters, system parameters and control parameters are listed in Table 6.3 and Table 6.4

respectively. The entire IBR-integrated IEEE 123 node network is distributed among four

CPU cores. Protection, grid synchronization, and associated functions are split among two

CPU cores. Lastly, one CPU core of Opal-RT is used for the communication functions. Such

a systematic distribution of the environment ensures real-time execution without overruns.

The event-related data is sent from the RT model to the Python server when the change in

the states is observed in the environment. Python server is running in the host computer

which reads, processes, and sends data every time an event occurs. In this section, closed-

loop RT results are analyzed. All the RT graphs are based on the data logged by the RT

simulator.

Figure 6.4: Real-time set-up to verify the dynamic reconfiguration framework based on event-driven
communication. The event-driven communication platform is provided by OPAL-RT.

RT-LAB software from OPAL-RT, running in the host computer provides the interface

between the user and the real-time simulator. During the simulation, RT-LAB shows the

Console which establishes the communication with the real-time model by using an OpComm

block as shown in Fig. 6.4. The Console shows the simulated results from the real-time
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TABLE 6.3: Electrical parameters of the IBRs in the modified IEEE 123 node system. Five dif-
ferent sizes of IBRs are developed and placed at 15 various nodes in the modified IEEE 123 node
distribution network.

IBR ratings, placements, and corresponding LCL filter parameters
Symbols node: 1 node: 21 node: 13, 28, 42, 59, 72, 108 node: 51, 64, 93, 86, 101 node: 82, 87
Pi, Qi 300 kW, 200 kVar 240 kW, 130 kVar 210 kW, 120 kVar 180 kW, 100 kVar 120 kW, 60 kVar
L1, R1 293.9 µH, 2 mΩ 367.4 µH, 2 mΩ 420.1 µH, 2 mΩ 489.9 µH, 2 mΩ 734.8 µH, 2 mΩ
L2, R2 8.8 µH, 1 mΩ 11.1 µH, 1 mΩ 12.57 µH, 1 mΩ 14.6 µH, 1 mΩ 22 µH, 1 mΩ
Cf , Rd 172.6 µF, 74.1 mΩ 138.1 µF, 92.7 mΩ 120.9 µF, 105.9 mΩ 103.6 µF, 123.6 mΩ 69.07 µF, 184.4 mΩ

TABLE 6.4: System and controller parameters

System parameters PC parameters (p.u.) SC/RL parameters
Symbol Value Symbol Value Symbol Value
VDC 900 V (kP

p , k
P
i ) (0.9,10) (kv

p , k
v
i ) (2,25)

Vp 480 V (kQ
p , k

Q
i ) (0.45,15) (kω

p , k
ω
i ) (2,15)

Vg 4.16 kV kV 1 (kv
w, k

ω
w) (1,1)

ωg 60 Hz (kvc
p , kvc

i ) (0.5,50) γ 1
N 15 (kcc

p , k
cc
i ) (1,100) ϵ 0.1

T pc
s 62.5 µs Ilim 1.5 p.u. α 0.98

T sc
s 1 ms ωc 63 rad/s episode 1000

T ss
r 40 ms ωo 0.5 rad/s (cd, cmax) (1,10)

model and lets the user send the control signals to the real-time model. The communication

for the reconfiguration uses the same Ethernet port as the communication of the Console

but a different TCP port to establish the connection with the reconfiguration agent. The

reconfiguration agent is developed in Python running from a Python server that is on the

host computer of the RT simulator.

6.5.1 Implementation of Event-driven Communication

To implement the event-driven communication in the RT model of the IEEE 123 node

distribution network, the TCP/IP-based Asynchronous Ethernet process is added. This

communication is set as the TCP client which is initiating a connection with the Python

server running on the host computer. According to the JSON template, which is a format of

data defined in the Python server, the protocol of the communications in the RT model is

modified to be compatible with this data format. Based on the design, this communication

exchanges event-related data with the Python server when it is triggered by certain events in

the RT model. From the RT model, all the required voltage and current measurements and

active and reactive power calculations from transformers/regulators, capacitors, loads, SSs,

and IBR are sent to the Python server. The data from the measurements and calculations are

mapped based on the JSON template. The received data from the Python server to the RT

model is also mapped according to the JSON template and sent to the corresponding elements

in the RT model. After integrating the communication, the IEEE 123 node distribution

model is tested in RT with the Python server. The event-driven data communication between

the RT model and the Python server is verified as per the JSON template.
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Modified IEEE 123 node network running in RT simulator, reconfiguration agent running

in the host computer, and the communication between these two entities through port 1 are

depicted in Fig. 6.4. The network model is run in RT, and when any fault is detected in the

network, the TCP/IP-based communication is triggered by the event that sends new states

to the reconfiguration agent. The default state of the network model is tied to Substation

G1, and SS22, SS34, and SS76 are in open state maintaining the radial topology of the power

distribution network.

6.5.2 Comparison Between the Q-routing and BFS Methods

For the performance evaluation, the proposed method and BFS-based method are executed

in a Python Server with the Intel Xeon CPU clock frequency of 3.4 GHz and 32 GB RAM.

The environment of Fig. 6.3 is considered and the path between a given grid node (G1

or G2) and an MG node is computed. Furthermore, the optimal path from Q-routing and

BFS methods are recorded as shown in Table 6.5. BFS method computes static/dynamic

adjacency matrix and node incidence matrix [136], implying the weights of the edges are

the same. However, Q-routing considers the weights of the edges as per the formulation of

Section 6.4.2. Hence, from Table 6.5, it is evident that when there exist multiple optimal

paths, unlike BFS, the proposed method successfully detects them. However, the execution

time of the proposed method is clearly higher than the BFS method. Improving the execution

time of the proposed method is not in the scope of this work.

TABLE 6.5: Optimal paths from BFS and Q-routing methods, and comparison of execution times.

Grid
Node

MG
Node

Paths Time (ms)
All Q-routing BFS RL BFS

G1 MG2
SS12 → SS11
SS12 → SS23 → SS34 → SS54 → SS75 → SS17 → SS11
SS12 → SS23 → SS34 → SS54 → SS56 → SS76 → SS17 → SS11

SS12 → SS11 SS12 → SS11 36.7 4.8

G1 MG3
SS23 → SS12 → SS11
SS34 → SS54 → SS75 → SS17 → SS11
SS34 → SS54 → SS56 → SS76 → SS17 → SS11

SS23 → SS12 → SS11 SS23 → SS12 → SS11 45.8 7.4

G1 MG4
SS34 → SS23 → SS12 → SS11
SS54 → SS75 → SS17 → SS11
SS54 → SS56 → SS76 → SS17 → SS11

SS34 → SS23 → SS12 → SS11
SS54 → SS75 → SS17 → SS11 SS54 → SS75 → SS17 → SS11 58.3 7.6

G1 MG5
SS75 → SS17 → SS11
SS56 → SS76 → SS17 → SS11
SS54 → SS34 → SS23 → SS12 → SS11

SS75 → SS17 → SS11 SS75 → SS17 → SS11 73.9 3.5

G1 MG6
SS76 → SS17 → SS11
SS56 → SS75 → SS17 → SS11
SS56 → SS54 → SS34 → SS23 → SS12 → SS11

SS76 → SS17 → SS11 SS76 → SS17 → SS11 38.3 4.8

G1 MG7
SS17 → SS11
SS57 → SS54 → SS34 → SS23 → SS12 → SS11
SS76 → SS56 → SS54 → SS34 → SS23 → SS12 → SS11

SS17 → SS11 SS17 → SS11 28.4 6.5

G2 MG1
SS12 → SS22
SS17 → SS57 → SS54 → SS34 → SS23 → SS22
SS17 → SS76 → SS56 → SS54 → SS34 → SS23 → SS22

SS12 → SS22 SS12 → SS22 54.2 7.1

G2 MG3
SS23 → SS22
SS34 → SS54 → SS57 → SS17 → SS12 → SS22
SS34 → SS54 → SS56 → SS76 → SS17 → SS12 → SS22

SS23 → SS22 SS23 → SS22 86.2 6.8

G2 MG4
SS34 → SS23 → SS22
SS54 → SS75 → SS17 → SS12 → SS22
SS54 → SS56 → SS76 → SS17 → SS12 → SS22

SS34 → SS23 → SS22 SS34 → SS23 → SS22 25.4 8.1

G2 MG5
SS54 → SS34 → SS23 → SS22
SS75 → SS17 → SS12 → SS22
SS56 → SS76 → SS17 → SS12 → SS22

SS54 → SS34 → SS23 → SS22
SS75 → SS17 → SS12 → SS22 SS54 → SS34 → SS23 → SS22 76.8 5.1

G2 MG6
SS76 → SS17 → SS12 → SS22
SS56 → SS57 → SS17 → SS12 → SS22
SS56 → SS54 → SS34 → SS23 → SS22

SS76 → SS17 → SS12 → SS22 SS76 → SS17 → SS12 → SS22 61.8 4.8

G2 MG7
SS17 → SS12 → SS22
SS57 → SS54 → SS34 → SS23 → SS22
SS76 → SS56 → SS54 → SS34 → SS23 → SS22

SS17 → SS12 → SS22 SS17 → SS12 → SS22 26.9 6.1



112

6.5.3 Sequence of Events

The sequence of events detected to evaluate the proposed reconfiguration method is shown

in Fig. 6.5. In case 1, the fault event (e1) is simulated at 2 s in MG2 and the fault flag is

cleared (e2) at 10 s. In case 2, fault event (e3) is simulated in MG1 at 22 s and the fault

flag is cleared (e4) at 30 s. Lastly, in case 3, the fault (e5) is simulated in MG4 at 40 s, and

the fault flag is cleared (e6) at 45 s. Each of the faults is an ABCG-type fault, with a fault

impedance of 1 Ω, and a fault duration of 200 ms. Fig. 6.5 further verify the fault detection

algorithms as the faults are detected only in the respective MGs where they are configured.

A typical fault detection time is around 60 ms post the simulated time, as depicted in Fig.

6.7. This delay in detection is related to how fast the voltage drops below the threshold (0.88

p.u.), and a wait time of three grid cycles to avoid false fault detection due to the short-term

transients.

Figure 6.5: Fault event detection in the respective MGs. At every instance of the event, the data is
communicated between the environment and the RL agent.

6.5.4 Behavior of the Environment and RL Agent Actions

The Behavior of the environment during events and the RL agent actions for optimal

reconfiguration are graphically represented in Fig. 6.8. In Case 1, where the fault is simulated

in MG2, post-fault detection boundary SSs open as shown in Fig. 6.8b. Once the RL agent

receives the data from the environment due to the change in the state, the optimal path to

connect back the healthy MG3 is computed as the closing of SS34 (see Fig. 6.8c). Once the

fault flag in MG2 is cleared, MG2 is connected back to the network by closing SS12 (see Fig.

6.8d). From Fig. 6.6 it can be seen that fault in MG2 leads to the opening of SS12, and

SS23 at 2.06 s resulting in islanding of MG2 and MG3 (see Fig. 6.9a). Detecting the event

(e1), RL agent issues SS34 close signal received in the environment at 2.125 s and SS34 is

closed at 3.265 s when grid synchronization conditions are met (see Fig. 6.6). Thus healthy
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Figure 6.6: RL agent actions received at the environment, and closing of the corresponding SSs only
after the grid synchronization conditions are satisfied.

Figure 6.7: Timing analysis of fault detection (event), SS opening, closed-loop delay of RL agent
actions, and closing of SS post grid synchronization.

MG3 connects back to grid post (e1). Once the fault flag is cleared (e2), MG2 connects back

to the grid through the closure of SS12 (see Fig. 6.6 and Fig. 6.9a) at 10.6 s.

In Case 2, where the fault is simulated in MG1, post-fault detection boundary SSs open

as shown in Fig. 6.8e. Once the RL agent receives the data from the environment due to

the change in the state, the optimal path to connect back the healthy MGs is computed as

the closing of SS22 and SS23 (see Fig. 6.8f). Once the fault flag in MG1 is cleared, MG1

is connected back to the network by closing SS12 (see Fig. 6.8g). From Fig. 6.6 it can be

seen that fault in MG1 leads to the opening of SS11, SS12, and SS17 at 22.06 s resulting in

islanding of all the MGs as the grid node is disconnected (see Fig. 6.9b). Detecting the event

(e3), the RL agent issues SS22 and SS23 close signal received in the environment at 22.2 s.

SS23 closes at 22.4 s and SS22 is closed at 25.45 s when grid synchronization conditions are

met (see Fig. 6.6). Thus all the healthy MGs connect back to grid post (e1) at 25.45 s (see

Fig. 6.9b). Once the fault flag is cleared (e4), MG1 connects back to the grid through the
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(a) Default network (b) Fault in MG2 (c) Reconnect MG3 (d) Reconnect MG2 (e) Fault in MG1

(f) Connect alternate
G2

(g) Reconnect MG1 (h) Fault in MG4 (i) Reconnect MG5-
MG6-MG7

(j) Reconnect MG4

Figure 6.8: Graphical representation of the sequence of events, isolating faulty MG, reconnecting
healthy MGs through the optimal action of the RL agent.

(a) Case 1: fault scenario in MG2. (b) Case 2: fault scenario in MG1. (c) Case 3: fault scenario MG4.

Figure 6.9: Islanding and grid connection of the MG nodes in the environment due to the simulated
fault events and the action of RL agent respectively.

Figure 6.10: IBR active and reactive power graphs during case 1 through case 3. IN grid-connected
mode IBRs operate in unity power factor mode delivering active power as per the MPP set-points.
In islanded mode, IBRs share the loads in the respective MGs.

closure of SS12 (see Fig. 6.6 and Fig. 6.9b) at around 31 s.

In Case 3, where the fault is simulated in MG4, post-fault detection boundary SSs open

as shown in Fig. 6.8h. Once the RL agent receives the data from the environment due to

the change in the state, the optimal path to connect back the healthy MGs is computed as

the closing of SS17 (see Fig. 6.8i). Once the fault flag in MG4 is cleared, MG4 is connected

back to the network by closing SS34 (see Fig. 6.8j). From Fig. 6.6 it can be seen that fault

in MG4 leads to the opening of SS34, and SS54 at 40.06 s resulting in islanding of the MG4,

MG5, MG6, and MG7 (see Fig. 6.9c). Detecting the event (e5), RL agent issues SS17 close

signal received in the environment at 40.15 s. SS17 closes at 41.4 s when grid synchronization
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Figure 6.11: Voltage and frequency measured at each of the SS during Case 1 through Case 3. Due
to the ride-through capability implemented at PC, IBRs do not disconnect during short-term faults.

conditions are met (see Fig. 6.6). Thus all the healthy MGs connect back to grid post (e1)

at 41.4 s (see Fig. 6.9c). Once the fault flag is cleared (e6), MG4 connects back to the grid

through the closure of SS34 (see Fig. 6.6 and Fig. 6.9c) at around 45.5 s.

6.5.5 Timing Analysis during an Event

An example timing analysis is provided for (e1) of Case 1 in Fig. 6.7. The LLLG fault is

simulated at 2 s in the environment, and the fault detection algorithm detects the fault in

approximately 61 ms. The rate at which voltage sag occurs in the environment, RMS voltage

computation delays, and the protection algorithm execution time delays contribute towards

the fault detection time. When the fault is detected and located, the decision to trip the

faulty MG is taken and communicated to the RL agent. Actual tripping of the SS occurs in

the environment after the modeled delay of T ss
r . Therefore, in this case, SS12 and SS23 trip

after 91 ms and 103 ms respectively, post the simulated time of the fault. RL agent issues

SS34 close signal to achieve the optimal reconfiguration of the network and the environment

receives this signal at 2.112 s. This leads to the closed loop cycle time of 61 ms post e1,

accounting mainly for the RL agent execution time of the proposed method in the closed

loop. Actual closure of the SS34 occurs at 3.264 s, when the synchronization conditions are

met in the environment. The network reconfiguration time of 1.2 s - 1.5 s is observed after

the occurrence of events using the event-driven framework.

6.5.6 IBR Powers during Reconfiguration

The recorded IBR active and reactive powers starting from Case 1 through Case 3 are

illustrated in Fig. 6.10. In grid-connected mode, IBRs operate in unity power factor mode

and deliver active power as per the MPP power set-points. In islanded mode, IBRs share

the active and reactive load power. From the figure, post-islanding reactive power sharing is

evident and once the SSs are closed, IBR reactive power delivery goes to zero. In reference to

the MG states as shown in Fig 6.9, corresponding stable power tracking/sharing is observed

from Fig 6.10, across all the cases with reasonable transients.
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6.5.7 MG Voltage and Frequency during Reconfiguration

In grid-connected mode, grid nodes are responsible for maintaining the voltage and fre-

quency in the network, while in islanded mode, the secondary controller of the MGs regulates

voltage and frequency to the nominal values. From Fig. 6.11 it is evident that the voltage

and frequency are close to the nominal values and their dynamics reflect the change in the

states of the environment. Only during fault duration e1, e3, ande5 and fault recovery time

(around 200-300 ms), both voltage and frequency deviate from the nominal values and are

outside the thresholds mentioned in IEEE 1547-2018 requirement. At 41.5 s, and 45.5s

when islanded MGs are connected back to the grid, short-term voltage magnitude transients

(above 1.1 p.u.) are observed. Since the primary controller incorporates ride-through logic,

IBRs continue to operate and post-fault recovery, voltages, and frequency are regulated to

the nominal values. When the entire network is connected to G1 or G2, frequencies at all of

the SSs are very close to each other as frequency is a global state and is maintained by the

grid node.

6.6 Summary

In this chapter, the dynamic reconfiguration of networked MGs is showcased using the

Q-routing method. RT event-driven closed-loop framework is established between the envi-

ronment (IEEE 123 node networked MG model) and the RL reconfiguration agent (running

in Python server) with a closed loop cycle time of around 60 ms. Through test cases, it

is showcased that the MGs do not encounter long-term outages during short-term faults as

the RL agent ensures closure of SS on the optimum path to the substation (including alter-

nate substations). IBR powers in critical zones are observed to be stable and MG voltage

and frequency are maintained close to the nominal values. Though the execution time of

the proposed method is higher than the BFS method, the key advantage in comparison to

conventional shortest path algorithms is that the proposed methodology is model-free and

offers the adaptive discovery of multiple optimal paths in dynamic and large-scale networks.



CHAPTER 7: Participation of Networked Microgrids in Energy-as-a-Service Model for

Enhancing Grid Resiliency

That which does not kill us makes us

stronger.

Friedrich Nietzsche

High penetration of DERs in the power distribution network has led to the emergence of

networked MGs. A networked MG can be termed as an SoS, and in an SoS only resilient

systems can evolve. The network of multiple MGs can bring value to end-users through the

combination of technology aggregation and promising business models such as energy-as-a-

service (EaaS). The technology deployment of networked MGs is feasible as more end users

are willing to install in-house generation and storage either by owning or leasing the assets

to reduce electricity costs and secure critical loads. In this chapter, the author presents

the networked MGs with dynamic boundaries, technology aggregation, and resiliency service

offering through a layered architecture of the EaaS delivery model. Such models can suc-

cessfully match the distributed generation with highly dynamic local or neighboring loads

with or without the availability of the grid. The author further develops a framework to

offer resiliency-as-a-service to the end-users through resiliency metrics and emphasizes the

need for sustainable business model innovation by big players, new players, and utilities to

position themselves in the market.

7.1 Introduction

The impact of climate change has increased the frequency and severity of weather-related

events globally. The year 2019 is the sixth consecutive year in which 10 or more billion-

dollar weather and climate disaster events have affected the United States [1]. The prevailing

electric power infrastructure is prone to disastrous events leading to larger power outages in

a distribution system. The present power market and delivery model is highly centralized

and vertically integrated. To enable grid resiliency under the circumstances, traditional

reliability requirements such as contingency criterion (N-1, or N-2) are not sufficient to ensure

the availability of power. Such measures are rather feasible for low-impact/highly-probable

events than high-impact events [4].

Hence there is a need for peer-to-peer (P2P) power delivery and market mechanism to

cater to the energy needs of the end user. Decarbonization targets due to the concerns of

climate change and loss of traditional economies of scale have led to the rapid integration
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of distributed energy resources (DER) in the power distribution systems [2]. The objectives

of deploying an MG, such as economic benefits, sustainable generation and consumption,

reliability, energy security, and resiliency during extreme weather events are implicit in the

business case for the respective stakeholders [3].

A distribution system operator (DSO) over a secure communication network can manage

the MGs within the same distribution system. MGs will be operating in parallel with the

power grid until the grid fails due to a large disturbance or a severe weather event. Perceiving

such events, either through a signal from DSO or self-detection, with acceptable transients

MGs transition to islanded mode. In the islanded mode of operation, each MG has a grid-

forming DER that regulates the MG voltage and frequency. To summarize, during extreme

events, MGs can actively disconnect themselves from the main grid, and function as an

autonomous entity to provide local power. In a distribution system, MGs with sufficient

generation capacity can deliver power to the critical loads outside its boundary [190, 191].

The islanded MGs that are on the same distribution feeder and spatially close to each other

can be connected to form a cluster that can function as a single islanded MG [170]. Thus,

a networked MG is a cluster of interconnected MGs with a coordinated energy management

system that can reduce the duration of power outages. Since the networked MG spans

across a small geographical region, the restoration process during extreme events would be

faster. Furthermore, it is feasible to automate some parts of the restoration process utilizing

controllable breakers such as smart switches (SS) and transient management techniques [171].

The power distribution system is evolving towards a highly sustainable and resilient cyber-

physical decentralized energy platform, where multiple MGs can be seamlessly intercon-

nected. An aggregatory layer can be built to coordinate and distribute the energy and

information in RT, enabling market opportunity for emerging business models such as the

energy-as-service (EaaS) model. At the retail level, EaaS providers can offer solutions to

commercial and industrial establishments to meet their energy supply, energy efficiency,

power backup needs, and carbon reduction goals. At a neighborhood level, it could be the

aggregator acting as a service provider, who can cluster several smart buildings or campuses

into virtual MGs, link them to the DSO, and provide layers of load balancing and control

[192].

In this chapter, the author reviews the opportunity for the networked MG to participate in

the EaaS model to offer resiliency-as-a-service to the end user. By assessing the state-of-the-

art technology as well as a business opportunity, the author has attempted to come up with a

meta-delivery model that can pave the way for a disruptive business model in the context of

grid resiliency enhancement. The technology potential and market opportunity for networked

MGs are discussed in Section 7.2. In Section 7.3 layered delivery meta-model is proposed and
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the services that can be offered including further investigation of the resiliency-as-a-service

(RaaS) framework that can be integrated into the EaaS model. In Section 7.4 sustainable

business model innovation that is enabled by EaaS architecture is discussed followed by the

Conclusion in Section 7.5.

7.2 Technology Potential of Networked MGs

The usual objective of deploying MGs is to aggregate and manage existing on-site genera-

tion to cater to multiple loads within identified geographical boundaries. Typical categories

of MGs include community-based, commercial or industrial, institutional, rural or remote

off-grid systems, and military base MGs. In this section, the author discusses the recent ad-

vancement in technology that can enable dynamic connectivity among such MGs providing

business value to the stakeholders.

Figure 7.1: Simplistic representation of networked MG: as per the requirement networked MGs can
dynamically expand or reconfigure their boundaries shown by cursive boundaries

7.2.1 Networked MGs in Distribution System

Fig. 7.1 depicts the simplistic representation of a distribution system feeder with a net-

worked MG where multiple MGs, controllable loads, and controllable DERs can be intercon-

nected and communicate with central DSO simultaneously. All the DERs in the distribution

system can operate in a grid-connected during normal operating conditions and islanded

mode during grid disturbances. MGs in the network have sufficient storage capacity so that

they can be dispatched. DER connected at SS5 is variable renewable energy-based, having

no storage facility such as rooftop photovoltaic (PV) and hence can not be dispatched. Each

of the six smart switches can aid in dynamically sectionalizing the network based on the

DSO commands.

During the normal operating condition, the exchange of power in the network is achieved

based on the economic dispatch strategy. The objective of economic dispatch is to achieve

the cost minimization of the supplied power [193]. The generation from a variety of DERs
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can reach the load in any part of the network at a reduced cost. Smart meter drove ad-

vanced metering infrastructure (AMI) can facilitate dynamic pricing policies such as time

of use, RT pricing in a P2P framework [194]. Thus, networked MGs can reduce the cost of

electricity and enhance the reliability of the distribution system [195]. With the real-time

demand requirement and DER supply capacity along with the historical data, it is possible

to build efficient market mechanisms to achieve dynamic pricing. Moreover, the reliability

of the network can be improved where the deficit power from any DER can be supplied

directly through the other DERs with the surplus generation, or through the grid. When

collective generation from DERs is more than load demand, power can be exported to the

grid. Thus, networked MGs can reduce the cost of electricity and enhance the reliability of

the distribution system [195].

It is also feasible to perform optimal power dispatch for an end-user-driven MG in grid-

connected as well as islanded mode of operation [190]. When the grid is disconnected,

one of the IBRs in the MG can operate in grid-forming mode and the rest of the IBRs

operate in the grid-following mode within a designated electrical boundary. However, in the

networked MG mentioned in Fig. 7.1 with cursive boundary, IBR modes, as well as the

electrical boundaries, can dynamically change based on the availability and capacity of the

DERs. Furthermore, SS4 can be operated to control the exchange of power between the

two dynamic sections of the network. Control of such networked MGs is carried out with

hierarchical architecture to improve the grid operation flexibility. Thus sectionalizing the

grid with a networked MG can be achieved based on the optimal scheduling of grid resources

and appropriate transient management [196]. This facilitates the efficient restoration of grid

services at critical infrastructures during extreme events. Grid resiliency is defined as the

reciprocal of the systemâs loss of performance [4] and networked MG reduces this loss and

improves the grid resiliency significantly.

7.2.2 Market Needs and Underlying Opportunities

Alongside the advancement of communication and control technology, considerable cost

reduction in DER technology paves a way for mass deployment for MGs. Solar Energy

Technologies Office reports: in the U.S. DOE [48], the cost targets of solar electricity by

2030 are $0.05/kWh, $0.04/kWh, and $0.03/kWh for residential, commercial, and utility-

scale PV applications, respectively. These costs support greater affordability of DERs by

lowering the solar energy costs by around 50% and battery energy storage costs in the range

of 40-70% [49] around between 2020 and 2030. Such a dramatic cost reduction for DERs

will trigger the increasing integration of MGs in the distribution system. The cost reduction

in DER deployment has also led to the rise of prosumers such as house owners with rooftop

PV, uninterrupted power supply (UPS), and electric vehicle (EV) owners. Large-scale small-
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energy prosumers can be clustered into virtual MGs and can participate in networked MG

operations. With the support of alternate energy sources, prosumers can reduce the cost of

electricity and/or support their critical loads during the unavailability of grid power. Some

of the prosumers own these energy assets, and operation and maintenance are provided by

technology solution providers while some others may lease these assets. There is a gap in the

market with respect to the overall cost and ownership of DERs, that can be addressed with a

disruptive business model, provided an appropriate business case is identified. New business

models should justify the cost, ownership, and revenue of DER-based MG deployment, and

regulatory bodies should design incentives and subsidies to increase the prosumer base.

7.3 EaaS Delivery Model for the Networked MG

EaaS is an emerging delivery model for the end-users who are residential, commercial, and

industrial building owners. EaaS service provider usually owns as well as manages the assets

and associated system. In this structure, end users are relieved from the high expenditure

for purchasing the assets upfront and also from subsequent repair and maintenance costs.

Usually, EaaS offers energy efficiency services and demand management through cutting-

edge digital technology and analytics. In this section, the author discusses the architecture

and properties of the delivery model for the manifestation of networked MGs to enhance

grid resiliency.

7.3.1 EaaS Delivery Model Architecture

The EaaS delivery model bundles a heterogeneous system to a single service offering

personalized as per the requirements of the end-user. Depending on the EaaS service types,

the market is primarily segmented into energy supply services, operation, and maintenance

services, and optimization and efficiency services [197]. The author focuses on resiliency-

related services vastly categorized under the operation and maintenance service segment.

The EaaS delivery meta-model is described in Fig. 7.2, as a layered architecture to offer the

identified services. The relevance of this dissertation is provided at each of the layers.

The edge layer represents the distributed energy system analogous to Fig. 7.1. This layer is

an interconnected system consisting of various devices and assets such as DERs, controllers,

phasor measurement units (PMU), gateway, smart meter, smart switches, controllable load,

and others. Every device belonging to different end-users would have its application, such

as EV charging, storage management, demand management, and various others. Alongside

this, devices would differ in hardware resources, operating systems, and capabilities posing

challenges of integration. This challenge is addressed by cyber-physical systems of inter-

operable connected devices [198], that adopt edge computing technology backed with reliable

and efficient software-defined networks (SDN). The data distribution service (DDS) based



122

Figure 7.2: Three layer EaaS delivery model along with primary properties of each of the layer

databus supporting the OpenFMB smart grid data model is one of the verified approaches

to develop scalable and inter-operable edge layers [199]. The deployment of such an edge

layer would decrease the cost of high availability power, improve operation continuity, and

fasten disaster recovery during high-impact events through appropriate service agreements.

In EaaS service provisioning, multi-device support will be the key differentiator in scaling

the system cost-effectively. In the context of this dissertation, device-level, and MG-level

technology solutions (Chapters 3 through 5) can be executed as a part of the edge layer.

The platform layer aims at aggregating the edge devices and technology through the in-

ternet of things (IoT) as a backbone network using protocols like advanced message queuing

protocol (AMQP), the constrained application protocol (CoAP). By utilizing cloud com-

puting ecosystems (Microsoft Azure, Amazon AWS, and others), an integrated development

environment (IDE) developers can build APIs featuring scalability, high availability, and

multi-tenant capability. Such ecosystems also provide tools to analyze and mine power grid

data, gain insights and identify patterns through learning from historical and online data,

and make appropriate decisions on the operation and condition of edge devices. The com-

position of the edge layer encompasses the heterogeneous system presenting a challenge for

the seamless interworking of the EaaS model. While the platform layer through technol-

ogy aggregation, efficiently manages multi-user, multi-application, multi-technology-based

decentralized systems. The main components of the platform framework would be network

and security management, energy distribution management, transaction management, and

critical infrastructure management. Such a platform framework can perform system-wide

analyses and predictions based on history as well as online data by coordinating with edge

devices. The platform layer is also responsible for handling device and communication fail-
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ures seamlessly, updating the current applications, and maintaining network redundancy

and data lineage. In the context of this dissertation, a network-level technology solution

(Chapter 6) can be executed as a part of the platform layer.

The application layer is designed to offer the services as per the end-user requirement

interfaced through channels such as mobile and web applications. Through service offering,

the EaaS model should aim at owning the end-user relationship as well as being able to scale

that relationship. Green energy-supply-as-a-service is provided by selling renewable energy

credits (RECs) to the interested end-users who can not produce in-house renewable gener-

ation. Every REC is uniquely numbered and contains information on where it is generated

and the type of renewable resource. The EaaS model can facilitate the buying and selling

of such RECs along with the exchange of RECs being tracked and recorded. Efficiency-as-

a-service is more of demand-side management with a focus on effective ways of lighting and

air condition management, building automation, and asset monitoring and upgrades. Using

the EaaS delivery model that incorporates system-wide energy storage and energy manage-

ment, novel efficiency measures can be offered to the end-users as a part of this service.

RaaS offerings are typically designed to support guaranteed higher standards of the asset

and operational reliability. In this dissertation, a basic operational resiliency framework is

attempted, however, a thorough investigation of this research topic is identified as the future

scope of work in Chapter 8.1.

7.3.2 Resiliency-as-a-Service Framework

Power system resiliency can be classified as operational resiliency and infrastructure re-

siliency. Both classifications are based on different indicators proposed in [200] can be quan-

tified into multi-phase resiliency trapezoid metrics. Infrastructure resiliency refers to the

physical strength of networked MGs for mitigating the portion of the system that becomes

nonfunctional. This can be enhanced at the planning phase through infrastructure hardening

[201] and the optimal size and location of flexible resources such as battery storage [202].

RaaS framework is intended to enhance the operational strength of networked MGs which

requires temporal resiliency metrics identification pre and post-extreme events.

The author proposes a RaaS framework as shown in Fig. 7.3 considering the resiliency

service requirements of the end-user [3] that are interfaced through web services. The per-

formance of these services can be enhanced through learning, optimization, coordination,

and prioritization techniques developed at the platform and edge layer of the EaaS delivery

model. Operational resiliency is enhanced by enforcing predictive and preventive conditions

during the normal operation of the distribution system that enables the system to prepare

and adapt to the impacts of extreme events. The robustness of the system signifies the ability

of the system to sustain a disturbance event, while the time and effort needed to return to
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a pre-disturbance level are attributed to a restorative condition. When the extreme event is

ongoing, and the grid has poor power quality or is disconnected, participating MGs in RaaS

can coordinate as well as ride-through disturbances to offer uninterrupted services.

Figure 7.3: RaaS framework considers the system conditions, metrics, and the services offered to
the end user to mainly enhance the operational resiliency of the entire system.

After the extreme events system must undergo restorative conditions, which is identified

as the function of resourcefulness. In this condition, the utilization of materials such as

monetary, technological, informational, and human resources are optimized to establish,

prioritize, and achieve the operational goals to the level of pre-disturbance condition [203].

In the final stage, due to long-duration power outages, the distribution system gets de-

energized leading to blackout conditions. MGs with black-start capability can first support

their electrical boundaries before providing additional cranking power to DERs in other

MGs, as well as energize the power network. Resiliency metrics are used to effectively and

systematically quantify the resiliency of a networked MG integrated distribution system

subject to an extreme event [200, 201, 204]. Fig. 7.3 reflects different resiliency indicators

(such as system uptime, and load support) that can be used for expressing and quantifying

the operational resiliency levels pre and post-extreme events. The development of resilient

metrics may include but is not limited to (i) identifying an area within the distribution

system boundary (miles); (ii) an aggregated health index of underlying assets (%); (iii) the

amount of generation and load support (kW) from the networked MG; (iv) pre and post

extreme event system up-time (hours) contribution; (v) overall economic analysis for the

designated end-user ($). Including the indicators of different dimensions aid in capturing

distinct properties of the system that would enable building more precise resiliency metrics.
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7.3.3 Demonstration of Load Support Use Case

Two MG systems, MG1 and MG2 are installed at node 1 and node 13 respectively, in

a section of the IEEE 123 bus system as depicted in Fig. (7.4) (a). MG1 capacity is of

500 kVA generation with priority support to the local load of 100 kW, 10 kVAr while MG2

has a capacity of 200 kVA with priority support to the local load of 50 kW, 10 kVAr. The

objective of the test case is to test the resiliency level (RL) of the identified system for

at-least 50%, and the load restoration algorithm is implemented accordingly. In the grid-

connected mode of operation, RaaS framework does not play its role, and RL is assumed to

be 100%. The dynamic model as well as part of the RaaS framework is implemented using

MATLAB/Simulink tool and Fig. (7.4) (b) depicts the workflow.

Figure 7.4: (a) Section of IEEE 123 bus system with two of MGs at node 1 and 13 (b) Workflow
for achieving desired RLs in a desired system.

Section of IEEE 123 bus model has a total load of 550 kW, 220 kVAr, including the local

load of MGs at node 1 and node 13. Clustered load in the system is prioritized (P1 to

P4) based on the nature of the load and customer subscription. From high to low priority

clustered load is described in Table 7.1 along with the associated nodes and up-time. The

test system undergoes two extreme events: the first event causes breaker at node 149 to open

at 4s, leading to an islanded system; the second event causes MG2 to shut down at 6s and

is restored at 8s as seen from Fig. 7.5. Upon islanding MG1 and MG2 share, the load in the

system until 5 s hence the RL of the system is 100% even in absence of a grid. Furthermore,

after the loss of MG2 generation at 6s, MG1 supports the P1 load cluster, including the

local load of MG2. Up-time of load clusters are recorded in Table 7.1, and from Fig. 7.5 it

is observed that RL (reciprocal of the systemâs loss of performance) is at least 50% at any

given point of time post islanding.



126

TABLE 7.1: Critical load clustering in the section of IEEE 123 bus system.

Cluster Up-time Nodes of Test System Load Power (P, Q)

P1: 4s - 10s 1, 2, 7, 8, 12, 13 (250 kW, 70 kVar)

P2: 4s - 7s, 9s - 10s 9, 10, 11, 14 (100 kW, 50 kVar)

P3: 4s - 6.2s 15, 16, 17, 34 (100 kW, 50 kVar)

P4: 4s - 5s 3, 4, 5, 6 (100 kW, 50 kVar)

Figure 7.5: Critical load support use-case in a section of IEEE 123 bus system.

7.4 Need for Sustainable Business Model Innovation

The capability to quickly and successfully move into new business models is key leverage

to improve the sustained performance of any business organization. Conceptualization and

implementation of sustainable business models can comprise the development of entirely new

business models, diversification into additional business models, the transformation from one

business model to another, or the acquisition of new business models [205].

Big players in the market such as technology providers and original equipment manu-

facturers (OEM) may consider re-structuring their product portfolio to fulfill the market

requirements of MGs. There is a strong need for OEMs to shift from being product-centric

to platform-driven service provisioning. Enhancing the levels of digitization across products

and building novel services utilizing cloud platforms will help in systematic aggregation to

achieve P2P transactive power delivery. Such measures would lead to novel, diversified, or

transformed business models for OEMs. In alignment with the product roadmap, OEMs may

acquire start-ups leading to the acquisition of new business models. Technology solutions

necessarily should support a secure, interoperable, self-healing, robust hardware/software

platform that can scale cost-efficiently, with increasing numbers of MG nodes [206]. In

the context of the RaaS framework, the need of the hour is to systematically outline the
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requirements at national and regional levels and address the interoperability challenges.

Start-ups are focused on developing solutions in cutting-edge technology areas such as

blockchain-based decentralized energy trading platforms, achieving system-wide efficiency,

and resiliency using big data and machine learning. Start-ups in collaboration with utilities

and OEMs, may attempt to use disruptive web-based digital service platforms, to facilitate

the sharing of DERs for the support of critical infrastructure, in a highly scalable way,

thus may dynamically create resilient EaaS areas, thereby creating an entirely new market

segment. Nevertheless, technology solutions from OEM and start-ups necessarily should

support a secure, interoperable, self-healing, robust hardware/software platform that can

scale cost-efficiently, with increasing numbers of MG nodes [206].

Utility franchise agreements, and local and state regulations provide the privilege to the

incumbent utility over electricity sales and distribution infrastructure. This limits private

MG owners from supplying energy to the third-party infrastructure [207]. EaaS providers can

bring in the technology aggregation platform and resiliency service offerings to systematically

identify revenue streams that would benefit utilities and themselves. Since the networked

MG-based EaaS provider utilizes distribution system infrastructure, the entire ecosystem

involves multiple entities with heterogeneous ownerships. There is a strong requirement for

mutual agreements and interoperability standards to support critical infrastructure. More-

over, it is foreseeable that electricity assets at the end-user site will be owned, operated, and

maintained by EaaS providers. The end users would end up paying a significantly lesser

amount - mainly for the services, while the assets act as the resources in the EaaS model

utilized for providing service to multiple end users.

For the operation of the networked MG, one of the MGs in the network has to support

the loads owned by other MG entities, over a utility-owned conductor, for which the utility

might grant franchise benefits to respective MG owners. The prevailing utility infrastructure

would need costly upgrades, additional energy storage facilities, and modifications to pro-

tection schemes which must be addressed by identifying the right business case for utilities

in collaboration with EaaS provider. Incumbent utility policies and planning practices must

evolve to meet the increasing challenges and opportunities of large-scale MGs.

The electricity market comprises diversified stakeholders, wherein networked MG technol-

ogy can offer a cost-efficient multi-sided platform model that will allow all parties to both

create and extract value. EaaS providers can bring in the technology aggregation platform

and resiliency service offerings to systematically identify revenue streams that would benefit

utilities and themselves. Since the networked MG-based EaaS provider utilizes distribution

system infrastructure, the entire ecosystem involves multiple entities with heterogeneous

ownerships. There is a strong requirement for mutual agreements and interoperability stan-
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dards to support critical infrastructure. Moreover, it is foreseeable that electricity assets at

the end-user site will be owned, operated, and maintained by EaaS providers. The end users

would end up paying a significantly lesser amount - mainly for the services, while the assets

act as the resources in the EaaS model utilized for providing service to multiple end users.

7.5 Summary

In this chapter, the author reviewed the technology potential of networked MGs to enhance

the grid resiliency and manifestation of the EaaS model to offer resiliency services to the

end-users. The author emphasizes the design of the delivery model for achieving resiliency

enhancement and through our proposed meta-model and demonstrated the use case of critical

load support. Future research activities on resiliency services may include end-user consent-

based backup power support, black start support, load shedding, and generation sharing, and

full-scale deployment of the proposed framework. The EaaS model can foster the market for

resiliency services. To participate in resiliency services, the model can improve the market

readiness level of MGs, which are often operated independently. The regulatory framework

and ownership agreements need to evolve to support the delivery model acceptable to all

the involved stakeholders. To maximize the revenue for technology and service providers,

sophisticated technology aggregation must be achieved and cost structure, as well as cost

estimation of resiliency services, must be framed through systematic economic analysis.



CHAPTER 8: Conclusions

Imagination is more important than

knowledge. For knowledge is limited

to all we now know and understand,

while imagination embraces the en-

tire world, and all there ever will be

to know and understand.

Albert Einstein

Contemporary electric power technology providers are facing unique challenges at multiple

spatiotemporal scales due to the large-scale distributed energy resources (DER) integration

into the power distribution network. Every stakeholder in the ecosystem has to be determined

to advance the existing and new critical infrastructure for the greater benefit of society

as a whole. Continuous stakeholder engagement is needed to generate the values such as

stability, safety, power quality, and economic benefit to the end users. In this dissertation

work, control technology challenges are identified, classified, and addressed in decentralized

hierarchical procedures. The technology solutions provided herein are applicable to both

immediate (DER and microgrid level) and futuristic (network level) problems.

A prime aspect of the immediate research problem is the design of the primary controller

facilitating the coexistence of multiple DERs in an unbalanced grid with multiple operating

mode capabilities. This problem is addressed in Chapter 3, through a unified control architec-

ture which is verified in an unbalanced system using the detailed converter switching-based

real-time model. Through the simulation results, four main capabilities of the architecture

are showcased. Firstly, utilizing positive sequence power control laws, DERs can share load

power accurately and the network voltage and frequency are maintained at nominal val-

ues. Secondly, a negative sequence power control strategy, mitigation of second harmonic

power ripples is demonstrated during unbalanced fault scenarios. Thirdly, inverter-based

resource (IBR) capabilities to meet the ride-through requirement for both types of IBRs are

showcased. Lastly, stable operation of the network is achieved during seamless mode transi-

tioning and during dynamic IBR-type change. The solution offered for DER primary control

problems provides a great deal of autonomicity to the DER management system to conduct

network-level operations. The performance of the proposed solution is in good agreement

with the IEEE 1547-2018 standards and the grid codes.
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In Chapters 4 and 5, another aspect of the current research problem of secondary control

in microgrids (MG) is addressed. A decentralized secondary frequency and voltage control

of MGs is proposed utilizing a model predictive control framework. The frequency restora-

tion solution is demonstrated without the need for communication, and the design is robust

against measurement errors and system disturbances. Though voltage restoration requires a

communication network, scalability and tolerance towards traffic congestion are showcased

considering higher communication latency. A generic, straightforward design, robustness

against system faults using the constraint integral model predictive control (IMPC) frame-

work, and plug-and-play capability enable stable operation of 100% IBR-based autonomous

MGs in the distribution grid. The framework is further extended to cases where IBR model

parameters are unavailable. This extension is based on the proposed decentralized online sys-

tem identification and state estimation technique mapped to the identification-based IMPC

(IIMPC) framework. This framework is as well validated in a real-time environment for the

identified use cases and a superior restoration performance is showcased.

The distribution network is evolving with sectionalization and reconfiguration of the net-

work with the help of reclosures and other protection devices. The future is near where such

technology has to be improved when 100% IBR-based network operation is a possibility. To

address the long-term research problem of optimal network reconfiguration in presence of

multiple networked MGs, a reinforcement learning (RL) agent is explored to facilitate appro-

priate optimal action post-event in the network. The entire agent-environment interaction

is showcased through an event-driven communication-based real-time test environment in

Chapter 6. Through multiple sequential event-based use cases, a closed-loop reconfiguration

time of a few hundred ms is demonstrated. Furthermore, stable power sharing among IBRs

and healthy voltage and frequency in the network are showcased before and after the event

in the network. Lastly, the commercialization of proposed technology solutions requires a

delivery model that ensures all the relevant services are offered to the end user. A bird’s

eye view of a three-layer delivery model is presented in Chapter 7, with a simple demonstra-

tion of the load restoration use case. The achievement of a target resiliency level of 50% is

showcased through the load prioritization verification process. Though a simplified test case

is performed to demonstrate the underlying concept, a more sophisticated formulation of

resiliency enhancement is needed considering network-level constraints. The majority of the

contributions of the dissertation work are technical in nature and related to the interdisci-

plinary domain of power, control, and communication technology. However, as a concluding

remark in Chapter 7, the author makes an honest attempt to emphasize the need for sus-

tainable business model innovation for the sustainable power grid for the betterment of the

future of human society.
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8.1 Future Research Directions

The main contribution of the dissertation work is to assure stability and enhance resiliency

in the modern power distribution network through a hierarchical decentralized control ap-

proach. The relevant theoretical treatment alongside the controller design methodology is

provided to achieve the defined control goals. Since the power network is ever-changing, new

problems and concerns definitely draw attention from interdisciplinary research groups fo-

cused on control theory, power system theory, machine learning, communication technology,

and electricity markets. The focus of the dissertation is on the selected research problems

at different levels, hence provisioning for the future scope of work. The unified architecture

proposed in Chapter 3 is very specific to the DERs in the distribution network, hence may

not be generalized to other domain problems. However, optimal control and reconfiguration

methods proposed in Chapter 4 through Chapter 7 are generic enough to find application in

other domains. Future research directions (not necessarily comprehensive) identified during

the concluding time of this dissertation are described below.

• Grid support functions and anti-islanding schemes: the proposed approach

in Chapter 3 requires measurements at PCC and SS nodes that are usually readily

available in the power grid. The remote parameters such as load sharing set-point,

SS status, and synchronization error signals are communicated to the IBR controller

through the appropriate communication network. Controller robustness to the com-

munication latency is showcased through appropriate delay modeling of the underlying

communication network. In case of communication failure and if the system voltage

and/or frequency are not within the acceptable range as per IEC 1547 guidelines, is-

landed system needs to be shut down. Current limiter specific to functionality and

applications can be designed on top of the proposed architecture such as P-priority,

and Q-priority. However, this is beyond the scope of this dissertation work. Future

research work may align with the investigation of the supply of reactive power by the

IBRs during low-voltage ride-through. Furthermore, the disconnection and reconnec-

tion with islanding detection when there are harmonics/nonlinear loading conditions

and other abnormalities qualify for future research work.

• Communication-free decentralized voltage regulation: in Chapter 4 and Chap-

ter 5, communication-free decentralized voltage regulation is demonstrated, through

a model-based and data-driven approach. However, in both approaches voltage reg-

ulation requires a global measurement at the POI and the measurement data needs

to be communicated to all the decentralized control subsystems. However, robust de-

centralized control solutions should avoid dependency on any type of communication
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network. The network model-based decentralized approach is one direction available in

the literature [146,157]. As the network size increases, the solution is computationally

expensive to deploy on grid edge devices. Therefore, a physics-inspired learning ap-

proach [208,209] can be a good candidate to investigate the estimation of POI voltage

utilizing the point of common coupling (PCC) measurements without any dependency

on the communication network.

• Robustness of IMPC and IIMPC framework towards the time-varying non-

Gaussian noise: The IMPC and IIMPC framework proposed in Chapter 4 and Chap-

ter 5 respectively utilizes a decentralized estimation designed by applying an extended

Kalman filter to achieve the dynamic synchronization of system states. The proposed

controller performance is verified for the Gaussian noise with fixed variance. Inves-

tigation of the proposed estimator performance for the time-varying noises (such as

the heavy-tailed Laplace or Cauchy noise) and improving the estimator to tackle such

noises have practical significance. It is also worth noting that oscillatory modes iden-

tification is one of the applications where accurate estimation of time-varying and

non-Gaussian noises is necessary.

• Extending IMPC/IIMPC framework when voltage and frequency states are

partially observable: the proposed IMPC/IIMPC framework requires observability

of frequency at PCC and POI nodes. In this dissertation work, the author assumes

these states are observable, and usually, in real-world networks, voltage and frequency

are observable at nodes such as PCCs and POI. In the context of the emergence of a

large-scale prosumer base (with rooftop PV, electric vehicles, etc.), behind the meter

produced electricity is directly supplied to the homes and buildings. Further research

investigation is necessary to advance the IMPC/IIMPC framework to be suitable for

the behind-the-meter with a possible improvement to state estimation methodology.

• Large-scale network optimal reconfiguration for resiliency enhancement: in

Chapter 6, the proposed RL-agent-based reconfiguration is verified in an event-driven

real-time environment. When a large-scale network such as 2500 node distribution sys-

tem is considered, resiliency enhancement can be formulated as a two-level optimization

problem. At the first level, the proposed Q-routing can be further extended to include

different weights for the edges of the network. At the second level, an optimization

problem can be formulated to assign appropriate weights to the edges by considering

power network level constraints, load priorities, and economic evaluation. Though the

Q-routing approach is suitable for cyclic and acyclic networks, the benefits of adopting

the proposed method for meshed power networks need further investigation.
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• Design of a value-sensitive RaaS framework: in Chapter 7, an overview of the

resiliency-as-a-service (RaaS) framework is provided considering the deployability of

networked-MG as a technology solution. A sophisticated value-oriented framework

can be further designed through risk and price modeling. The risk model can be a

function of the criticality levels of the assets derived based on the resiliency metrics.

Moreover, real-time risk modeling can consider environmental conditions as another

parameter to dynamically assess the risk associated with assets. On the other side, price

modeling can be a function of solution cost. The solution cost can be obtained from

various criteria such as energy requirements for the asset class, the average duration of

power outages, customer tolerance towards the risk, and various others. The derived

solution cost needs to be quantified and further utilized to define a trade-off between

risk and cost the end user willing to opt for. Building and connecting the risk and

price models can be the first step towards a value-sensitive RaaS framework that can

benefit involved stakeholders immediately as well as in the long term. The framework

can be continuously improved through continual tracking of framework performance

by discovering the prevailing inefficiencies and eliminating them.
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